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ANNOTATION

This collection of papers covers a broad range of questions of
Space iconics and iconclogy, beginning with methodological guestions

and the definitions of these terms.

The articles reflecting practical iconics examine phototelefi—
sion methods, automatic photochemical processing under spaceflight
conditions, the questions of determining the instrumental properties
of spaceborne photographic, phétotelevision, and scanning television
equipment. Theoretical iconics 1s represented by discussions of the
technique for reducihg blurring on phctographs, studles of light
propagation in planetary atmospheres, evaluation of the optical
properties of the atmosphere and surface of Venus. The papers on
iconology examine the questioﬁs of determining spacecraft orienta-
tion, technigues and eguipment for transforming and correlating:
television and IR pictures of the earth, geological, geophysical,
and geographical interpretation of pictures taken from space, ques-
tions of machine interpretation of cloud images obtained from space.

Papers reflecting the questions of geodeéic study and topo-

graphical mapping of the Moon round out the volume.
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"FOREWORD

The methods and egquipment for obtalning images {(iconics) and /3%

the methods and eguipment for interpreting images (iconology) occupy

cne of the most important positions in studying the planets from

space vehicles; The practical application of these techniques began

in 1959, when the Soviet automatic interplanetary station Luna 3
photographed the backside of our natural satellite andftran$mitted

its television image to the Earth. It is difficult to describe'

fully the contribution made by 1lconics and icconology to science and
engineering during the years since 1959. We shall cite only the

most impressive contributions.

The global pictures of the Moon (Luna 2, Zond 3, Lunar Orbiter)
have made it possible to obtain a complete cartographic model of the
Moon and to establish the significant difference in the topographical
and geological structure of the visible and invisible hemispheres.
The images transmitted directly from the lunar surface (Luna 9)
made it possible to detect previously unknown formations, such as
rocks, and discover the extensive pitting of the soll by craters of
different sizes. All this overturned our concepts of lunar mantle

genesis.

. ‘ y o .
Numbers in the margln indicate pagination in the original foreign
text. ‘
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The global pictures of the Earth (Tircs, Meteor, and so on} led
to the creation of a permanent space weather system which transmits
televisiod and IR pictures of the cloud cover to ground stations.
The interpretation of these images along with other weather data has
improved weather predictlons significantly.

Transmission to the Earth of detailed pictures of Mars (Mariner)
led to entirely new data on the nature of this planet. Formations
on its surface, similar to lunar craters, were discovered. This
made possible a new step forward in the development ¢f comparative
planetelogy.

The images of the Earth's surface obtained in various segments
of the spectrum {Vostok, Voskhod, Gemini, and so on) showed that
pictures taken from space are an effective methed for studying the
nature of the Earth for naticnal eccnomlc purposes. Speclal space-
borne systems (ERTS, Skylab) are belng created, whose primary task
will be to obtain images for naticnal economic inferpretation.

Serious studies and developments are belng carried out both in /4
the USSR and abroad in the space imaging field. 1In the USSR, these
studies have already developed to the point where a space section
-was organized at the 10tN Inter-Agency Conference on Aerial Imaging
held in Leningrad in November, 1969. The reports recommended by
this section for publication constitute the major portion of the
present volume (these articles are indicated by an asterisk 1n the
table of contents). The volume also includes articles recommended
for publication by a seminar of the Division of Cosmometry and
Iconics of the Institute of Space Studies of the USSR.

The present collection is the first systematized publication of
studies on space iconics and iconology. It includes a wide range of
theoretlcal and practical subjects. For reader convenience, the
material 1s grouped with regard to subject matter. The initlal
papers are concerned with practical and theoretical iconies; then
follow articles on several trends in lconology.
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This volume does not in any wéy pretend to provide complete'
coverage of all the problems of space imaging and interpretation of
its results. The objective 1s to show at least partially the great
variety of these problems, and at the same time show how intimately
they are interrelated by the specific nature of space studies. It
1s difficult in a publication of this type to achieve uniformity
and eVen‘quality of the papers, which is clearly a drawback. How-
ever, the publication of this collection of papers 1s useful in
that it provides a consolidation of theoretical and practical de-
velopments in the field of space iconics and lconology, shows the
present level of these developments, and points out to a certain de-

1

gree the directions of future studies.

While the collection was being prepared for publication, space
imaging developed still further. Extensive imaging information was
provided by Lunockhod 1.  The heroic crew of the first orbital sté-_
tion Salyut carried.out a very interesting photographic survey,

Mars was. photographed from the Mariner 9 and Mars-2 and Mars-3 arti-
ficial satellites, and definite progress was achieved in machine.
processing. of space pictures and their interpretation.
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ICONICS AND ICONOLOGY

B. N. Rodionov

It has been suggested that the complex of methods and equipment
for obtalning lmages, lntegrated on a common methodeological basis,
be termed iconlcs (from the Greek word eikwv, meaning image). The
concept of iconics combines such methods and eguipment for obtalning
images as photography, television, phototelevision, .thermovision,
radar, and so on. ‘

The term iconles has been used previously, but in a narrower
sense, as the name for the theory of image reproduction systems,
primarily in the sense of their optimization [1]. It appears to us.
that iconlcs must include two branches: theoretical and practical.
Then the system optimization problem takes its place in theoretical
iconics along with its other problems.

We propose that the complex of image interpretation methods and
equipment be termed iconology.

Methodological generalization of the various methods and equip-

G |

ment for obtaining images is particularly necessary for space studies,

where simultaneous pictures are taken in various parts of the elec-
tromagnetic wave spectrum. These pictures yield the best results in



the case of integrated interpretation of thelr results. Integrated
interpretation, particularly machine interpretaion, is most effec-

tive wnen using common imaging methodology.

Methodological generalizations are inevitably associated with
reformulation of familiar concepts. Here, it 1s necessary te analyze
and systematize many ideas and concepts which have been considered
obvious. Prior to examining the iconics and iconology problems pro-

per, we must present some concepts and definitions.

The image and its properties. The high information content of

human sight has forced man to develop a whole arsenal of metheds and
equipment with the aid of which extremely varied information on the
external world is converted into forms convenient for perception by
the eyes. Such forms include texts, tables, graphs, diagrams,
sketeches, drawings, pictures (imagés).

The visualized forms of information can be classified on the /6
basis of various criteria. Probably the most natural classification
is that based on the degree of similarity of a particular form with
its original — the information source in the conventional generally
accepted sense. This approach was reflected in the sequence listed
above of transition from the visualized form having zerc similarity
{text) to the form whose similarity with the original can be so great
(pleture) that the visual associations caused by it are equivalent
to the assoclations arising when examining the original.

Psychdlogically, asscciation equivalence 1s the most unlversal
bagis for human pefception of the informatlcn present in visualized
forms. Picture language 1s most accessible for wide ranges of in-
formation users. Therefore, pictures stand out among the other
visualized forms. The high degree of similarity and equivalence of
visual assoclations are the characterlstics on the basis of which
partlcular visualized forms can be assoclated with the plcture class.

The pilcture class 1s extensive. It may be divided infto two
subclasses: graphic¢ art products and plctures obtained by technical



means, such as’the photographs, television, thermovision, and radar
méntioned above. In this listing, there are technical means used to
construct pictures for both the visible and invisible electromagnetic
radiation bands. The perception adequacy mentioned above is obvious
for the visible~band devices. With regard to the invisible band,

we can speak of some equivalent adequacy. In the invisible {(X-ray,
UV, IR, RF) spectral regions, the observation results are represented
in a visualized form which is as close as possible to what the ori-
Einal would be if the human eye were sensitive to radiation in the
given bands. Such forms create visual associations corresponding

to those which would arise with artificial broadening of the spectral
sensitivity of the eye. This makes it possible to relate the forms
to the picture class, since they have a high degree of similarity

in the sense mentioned above.

The use of the expression "picture" creates terminological in-
conveniences, since 1t usually relates to graphic art products.
While retaining this term in application to the class as a whole,
it is advisable to use a different term for the pictures belonging
to the second subclass.

We shall use the term images for the visualized information
‘Torms obtalned by technlcal means which create visual assocliations
equivalent to the assoclations arising when examining the original
and having, in the generally accepted sense, a high degree of simi-
larity to its original. The term image 1s often used as a synonym
for picture, but it is sometimes given a different sense, for ex-
ample, we say that a particular graph 1s the image of some function.
However, we shall use thils term only 1n accord with our definition.

The process of obtaining images by technical means is usually
called imaging. We shall use as a synonym for denotlng such means
the term "imaging systems".

The unified methodology for obtaining and interpreting I1mages
must obviously be based on certaln singular and invariant properties
of the 1mages. We shall try to formulate these propertiles.



In the language of mathematics, the concept of similarity 1s
a variety of isomorphism. We recall that an isomorphism is the pro-
perty of mutually single-valued mapping of the mathematical models
M and M', consisting, respectively, of the elements g b. .., v b, ... and
the operations 0, P, .. 0, P, . , the results Ufq b..), Pla, b..),.; Oz, b..),
P'(a’, '..)... of which are also elements of the models M and M'. If
there exists the mapping e—uo of the set of elements of model M
into the set of elements of model M' and, conversely, a'—a , Where
Oia, b} ~O(d, b, ). O, b..)-—»0(a. b,.) also, then M and M' are
isomorphic.

"By definition, an image 1is an isomorphic model of the original.
The similarity is based on the fact that when examining the image,
its elements are replaced in the human consclousness by the elements
of the original. For this purpose, when constructing the image,
. the elements of the original must be replaced by the elements of the
former. We usually say that the elements of the original correspond
to definite elements of the image, and vice versa.

The type of correspondence should be that whilch exists between
the elements of the object being examined and the coptical image in
the human eye. Only under this condition can we speak of adequacy
of the visual assoclations. The mathematical model qf the eye is.a
central projection system. The correspondence between the original
and the image in the eye 1s a projectlve correspondence. It 1s pre-
cisely this type of correspondence which is necessary in order that

the image and the original be similar to one another 1n the generally
accepted sense.

In speaking of projective correspondence, we usually have in
mind gecmetric models and originals. The concept of projectivity
in its broad sense, when the projective space is formed by objects
characterized by both geometrie and physical parameters, and when

both types of parameters are subject to representation, is applicable
to images.



The representation of geometrilc parameters on pictures is de-
scribed quite completely by the particular form of projective corre-
spondence termed perspective; It reflects'thé'geometric essence of /8
the image Constructlon process. '

Our natural sense of similarifty has been developed for a world
where the‘perspective‘correspondence of visual models is invariant.
" This is asscciated with the geometry of radiant energy propagation
(rectilinearity). Thé objects surrounding man are-perceived visually
by man primarily as geometric models constructed following the laws
of linear perspective. These forms are very stable, slnce the per-
ception of perspective is practically independent of illumination,
color, and object contrast, provided these characteristics are above
the threshold sensitivity of the eye. Violation of perspective
correspondence affects similarity and causes difficulties in iden-
tlfylng the 1mage with the orlglnal

Deviation from perspective correspondence produces an impression
on the human of geometric distortions. Within certain limits we
adapt to such distortions. For example, curvature of lines on pano-
ramic photographs which are rectilinear in actuallty disturb us very
little“when we examine the photographs as a whole. This is explained
by the fact that the deviation of the panoramlc projection from per-
spective 1n small zones 1s siight, and the similarity of individual
details 1s retazined. However, 1f perspectlve is strongly disrupted
for Tndividual detalls as well, then simple identification of the
pletures with the originals becomes 1lmpossible. We encounter this -
phenomenon, for example, when using certaln radar images. Thus, at
the edge of the airplane panoramic radar screen, the projectlon of
details is nearly perspective and they are easily identified with the
terraih'féatureé. However, in the center of the screen, where the
projectfbh differs markédly from perspective, the details are not
similar to their originals. ‘

This situaticon obviously leads to the conclusicn that perspec-

tive correspondence 1is an important condition of similarity.



The laws of perspective in accordance with which geometric
models are constructed are invariant with respect to the radiation
bands. Satisfaction of fthese laws 'is imperative for all methods
and technical means for obtaining images. Hence follows the validity
of considering as images those visualized forms of the invisible band
whicn have tihe prcoperties of perspective correspondence within the

limits of natural adaptation of man.

The physical parameters of the details of the original are re-

presented on images as a result of action on the imaging system sen-

sitive apparatus of the energy radiated by these details. In order
that fthese parameters be represented in a similar fashiocn, the form
cf the plecture details must correspond with the radiation.

For the entire visible band, integral correspondence involves
the fact that details radiéting a larger amount of energy must be
imaged more brightly. We shall term this brightness correspondence.
Here simiiarity is associated with the natural capability of man to
react to external stimuli. Thils capability is invariant to stimulus
type and its nature is the same for tactile, aural, and optical sen-
satlions; the larger the stimulus energy, the more significant the
reaction of the corganism,

We shall show that brightness correspondence can be expressed
by projective correspondence.

The figure shows a typical photoemul-
slon characteristic curve D(H) [2] (D 1is the =7
photographlc density; H=(x/p}Bt; p 1s the co-
efficient of diffuse scattering; B 1s the 20
brightness; t is the exposure) and a typical
x(X) curve, the x-coordinates of the points
of which are projectively connected with the
X coordinates. It 1s obvious that the nature
of the curves is the same.

xiA)
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By altering the projection parameters, we can select the func-
tion x(X) so that it will approximate the photoemulsion character-
istic curve. Consequently, D and B are in projective correspendence
and the mapping B -+ D is a prcjective transformation. In preparing

the positive, the transformation D - Dn takes place, where Dn are

the densities of the details of the positive. In principle, this
transformation is analogous to B +~ D, i.e.,, it is also a projective

transformation. In the final analysis, B - T -+ Dn’ so that there 1is
projective correspondence between Dn and B. The apparent brightness
Bn of the details of the positive is inversely proportional to thelr

photograpnic density. Consequently, there exists the transformation
B » B, which is also a projective transformation. '

'The high degree of simllarity of the positive photoimage to the
original is well known. Therefore, we can state that the brightness
correspondence of the image and the original, which is necessary for

similarity, actually is a projective correspondence.

Another correspondence which is necessary for similarity 1s
color correspondence. Within the 1limits of narrow spectral zones of
the visible band, the correspondence between the radiant energies
and the apparent color brightness of a detail of the image must have
the same nature as in the case of integral brightness correspoﬂdence.
However, for the entire visible band it is different: the apparent
image brightness will depend not only on the amount of energy radiated
by the details of the original, but also on the spectral sensitivity /10
of the eye. It can be shown that over the entire visible band, color
correspondence 1s also described by a projective correspondence 1f we
use a particular form of the latter — affine transformations. For
simplicity we shall term the combination of brightness and coclor
projective correspondences tonal correspondence. It reflects the

energetic essence of image construction.

When examining images, man adapts to deviations from the natural
tonal correspondence within still larger 1limits than to perspective

distortions. <Color and bripghtness correspondences may even be



entirely lacking. Thus, similarity of the image and the original

1s malntalned on black-and-white and single-color photographs. In
the limiting case, similarity is malntalned even without brightness
correspondence — the case of the contour image*. More detailed
examination of thls question leads to discussion of the role of
Image detall contrast. Consldering that the latter is a funection of
detail brightness, we shall leave thils questlon aside, since we have
clarified the nature of the brightness correspondence necessary for
similarity.

The tonal correspondence of images obtained using invisible
radiation (which is necessary for simillarity) is, in principle, the
same ag for brightness correspondence.

In addition to perspective and tonal correspondences, an im-
portant similarity conditions is image sharpness. On a blurred image
it is difficult to ldentify its details with those of the original.
We shall show that the concept of sharpness is assoclated in a de-
finite fashion wlth the projective transformations of radiant energy
in Imaging systems.

It is well known that image sharpness depends on how the radilant
energy passing through the elements of the imaging system is trans-
formed. As a result of the transformation, the amplitude and phase
of the signal at the system output differ from the amblitude and
pnase of the input signal. For the visible band, we consider [3]"
that 1f the original 1s a sinusoldal grid in which the energy dis-
tributlon 1s expressed by the law

E{x) = a, -:- a cos (21Vx), (1)

then this grid is transformed by the imaging system into an image
having light energy distribution following the law

*
Here we see that perspective correspondence plays the primary role
in ensuring similarity, since only with this correspondence will the

contour image be similar to the original. However, this example
snows that there 1s no sharp boundary between the class of pictures
and the neighboring class of drawings (see above).



E'(x) = g - aF (Myeos[27Nx — g (M), (2)

In (1), (2): ay is the average value of the energy over the entire

original grid; a is the amplitude, and N the period of the sinusocild;
¥ 1s the coordinate of some point of the grid; F(N) 1s the contrast-
freguency characteristic (CFC); ¢(N) is the phase-frequency charac-
teristic (PFC).

We denote

E’ (x)—a, = 8E" (x), acos(2aNx} =~ bE(x)
and transform (2) with account for this expression,

8E' (o F(N)[cosp (N} + tg {21V x)sing (V)]. (3)
BE (x)

- The quahtities éE%xf and ¢E(x) are varlable components of the energy
variation in the grid image and original. The sharpness depends on
thelr ratio: the closer this ratio is to unity, the greater the
similarity of the image to the original. This ratilo characterizes

the eﬂergy transformation scale in the imaging system.

We denote F(N)=F ¢(N)=uw tg (2aVx)=—yff , and rewrite (3) in
the form

OE’ ()/8E (x) = Feosa — (y/f}sina. (%)

' This expression shows that the nature of the ratio SET(x)/8E(x) is simi-
lar to the perspective image scale [4]. The right side of (4) is
sometimes termed the perspective coefficient. If we assume that

8E(x) is the original on the cbject plane and &E°(x) is its central pro-
Jectlon on the picture plane, then 8E'(x}/dE(¥) can be treated as the
image particular scale. In this representation, the projJection para-
meters are F(V), ¢(V),2aVy, 1.e., the CFC, PFC, and the sinuscid phase.

Thus, the transformation of (1) into {(2) and the scale of this
transformation, on which the image sharpness depends, really can be
described in terms of the projective transformation.



Summarizing the above discussion, we can state that the common
property of 1lmages is their geometric and energetic projectivity
with respect to the originals.

Unified mathematical model of the lmage generatlon process. We .

mentioned previously that similarity is a form of lsomorphism. Now
we can refine this statement and show that the form is that of pro-
jectivity. Isomorphism permits representing one model by another
model and examining the properties of an entire class of models on
the example of any model of thils c¢lass.

Let us consider an example with photographic and phototelevi—
sion images. Let AO be the model of an original which includes in

l1tself the set of its elements a, a,. and operations O {a as..).

~
—
na

Oulay, oo 00 L

In this case we mean by operaticns, the breaking down of the
original into geometric figures, identification of the spectral
brightness, and textural ranges, determination of the mutual posi-
tioning and dimensions of the details of the original, and so on.
It 1s obvious that the following transformation is valid for the
photographic image, whose model we denote by A': o—-b, ap—b",.;

0 {a. ap )=\ (b's, b7); Ozl uz . NV—>0'%{', b's.., ... where b1, 0’5, O, O,
.are the elements of model A'} But for the phototelevision image A"
the transformation a—b], ar—stl, .: O(ay, az.)—O] (8], &, ..)» and sO on

(analeogous notations), are also valid. Consequently, on the basis
of the equilvalence principle Ai—-4’, Ap—A7, A" A"—A0 A"—+do, A"—s47,

i.e., the models A" and A" are isomorphic, and one replaces the other.

Isomorphism alsc yields a more universal approach for general-
izing the processes of image construction with the ald of varilous
methods and equipment.

We denote by M¢ the model of the process for obtaining the

photographic image. This model includes in itself the models A0

10



and A' indicated above with their elements a, b' and the operations

0, 0", and also the operations Py P’y on the models Ay and A', which

are their mutual projective and orthogonal transformations, necessary
for the mapping My—. We denote by M,p the model of the

process for obtaining the phototelevislon image. It is obvious that
its composition is analogous to that of the model MQ, i.e., 1t in-

cluses in 1tself Ay, A" 4, 87 0, 07 and Py, Py . It 1s logical to state

that 1f A' and A", which are the final results of the processes of
obtaining images by the photographic and phototelevision methods,

are isomorphic, then the models My, My,, are also isomorphio and con-

sequentiy, there must exist the mapping Pe—Pyr, P4—P, . and, con-

VEI‘SEly, P@T—"P.h, P'q,-,—hp’lb .

On the basis of this discussion, we conclude that the processes
of obtaining images by the different methods can be deseribed by a
unified mathematical model.

We shall attempt to point out the general outlines of 'such
a model.

We assume that the final Image is the terminal objective form
which does not change upon examination and is independent of sub-
Jectlve perception. We shall term this form the copy, and denote it
by A. We represent the copy by the ensemble of conditional image
elements, where each element is characterized by a position in the
coordinate system belonglng to the copy, and by the tone A =".

(x, v,-2, C, D), where x, y, z are the position coordinates, C and
D are the color and density or brightness (tonal characteristics).
'.For flat images, photographs, for example, the z coordinate can

be neglected. o

Generally speaking, the final image 1s 1ts subjective form -
whilch arises in the human visual apparatus. - It 1s a result of
physiclogical processes which cannot yet be described sufficiently
exactly mathematlically. Therefore the terminal cbJective form -A

11



must, for the time belng, be considered the final element of the

mathematical model of the image generation process.

In addition to the form A, there also exists an incomplete
opjective form, also visualized, but varying in time. We term it

Ay and describe it by the ensemble A = (x, ¥, 2, C, D, t), where

the position and tone of each element are characterlzed by the time ¢
as well. Such a form 1s, for example, the Ilmage on a kinescope or
the opticai image in a photographic camera. It is obvious that, 1in
the general case, the ensemble A is some phase interval of the en-
semble At’ and the former 1s a funetion A(At) of the latter.

The object of imaging can be represented by the ensemble AO =
(X, ¥, Z, B¢A’ t), where X, Y, Z are the spatial coordinates of the

original of an arbitrary image element in a coordinate system fixed
in the object; B¢A is the energy radiated by the original of the

element in the given direction ¢, with spectral composition A; t is
the current time.

The ensemble AD is the basic element of the image generation
process model, which is transformed by a series of operations into
the ensemble

A= Ak, (5)

where P = (Pl, P2 Pn) is the ensemble of operations, which in-
3 Tt
cludes the operation transforming At into A = AtPn. A typical list-

ing of the operatlons which make up the ensemble P is as follows.

Operations invelving influence on the primary radiation of the
medium in which it propagates. Filtering and redistribution of the
energyin the primary radiation receiver, including accounting for
receiver crientation relative to the System 0XYZ. Transformation
by the receiver sensitive element. of the radiant energy into elec-
trical or chemical energy. Amplification of the latter and its

12



transformation into the energy of coded Signals corresponding‘to

some information system. Signal traﬁsmission over the communicatibn'
channels, Steorage and retention of the information. Reproduction
and visualization of the information and conversion of the latter
into the form A,

‘It ig clear that the actual composition of the operations in
any particular image generation system may be different. Additional
operations involving logical and geometric information processing
may be carried ocut in parallel with the basic operations or in the
interval between the latter. ' Such processing is an independent
question, which we shall not examine.

~
=
i

Expression (5) is the symbolic form of the mathematical model

|

of the image generation process.

The informaticn contained in the image can be divided into in-
formation of the first kind (tonal relatlionships, representing the
physical parameters of the original and the energetic essence of
the images), and of the second kind (geometric structural relation-
ships, reflecting the spatial distribution of the detalls of the
orlgindl and the perspective essence of the images). Information
of the first and second kinds cannot exist independently. Neverthe-
less, thls distinction has developed historically and 1s convenlent
in préctice iIn many cases. Two approaches t¢ the expansion of {5)
can be followed in accerdance with this division.

In the first approach, we ignore completely the projective
nature of the images, and-examine only the energy transformation and
dissipatlion process. An example here 13 the analysis of imaging
systems by the CFC method. In the second approach, we ignore the
energetic essense and examine ohly the perspective properties of the -
image. We use this approach, for example, in photegrammetry. The
two approaches assume different forms of expansion of (5). We shall
1ilustrate the possibilities of expansion of (5) by the example of
the construction of the mathematical model describing the gecometry

13



of terrain projection onto a photograph obtalned under dynamic con-
ditions, 1l.e., with movement of the camera. Such a model appears

as follows:

xp=x-1ax, yp = ¢ -+ OY; (Pg)
x = xy cos(w.f) — y, sin (04), y = x,5'n(w,8) + y,cos(v.f); ( P8 )
- Itg(e yasee (@ f)
I__'—__-x‘ » ys=""——"—"‘x‘ H (P )
1—-—’——tg(m’l) ‘l—-f—lg(w"r) 7
%, = .m:c(m,f} . y= ftg{o,f) .
-2 g (o) 1= o) (Fg)
o, ¥,
H H .
X Xe£ —J{e . —1)K;sinasinx
3 vy Wi »
—H—' -T'-l
¢t — (e —1t)Kycosa
fﬂg Z’!:.
b = ye ¥ " — 1) K;sinacos x|
Wy Wy ' (P.)
] -t
‘T__(‘u — 1) Kzrosa °
Ky = cosa — — X 5IN % - Yo COS 7 sin a;

!

| 4
xn+ 'th {cos 7 cos» — rin ¢ sin # cos a} K

.\’; = v L]
1+-’—i-rK.sinxsina (Pu)
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In this model
(o Yo) =A; (X, Y, 2,0 = A,
and the factors C, D, B¢ ), &re not considered.
>

t

" The ensemble A, 1s. reduced to the ensemble A by the sequential

operations-Pl
n 3 rrry

transformations, while P2;'P4; P5, P6, P? are projective.

Py The'qperations Pis PSQ Pgs Pq are orthogonal

The operations are performed on the intermediate ensembles

A=Y), A=, ¢) A =(x 1) A, = (x5, 4, 1),
Al = (xSI Y t)- As = (xc' Yo t)- A? = ('tbl Y f), Ay = (.‘t‘. % t}

and in these operations we use the orientation elements Zl, 12, My,
meﬁ{nl, P XO, YO’ ZO of the auxlliary system 0'X'Y' relative to

OXYZ; a, £, H of the oxy system relative to 0'X'Y'; x Kk of the

0! yo’
o'x'y' system relative to oxy. In addition, we use the translational
velcclties W, wH and the direction y of displacement of the projec-

tlon center relative to the system OXYZ; the angular veloecities W, s /16

my, w, of rotation of the axes of the oxy projJecting system relative

to 0XYZ; the overall corrections cxuy for the. geometric distortions

caused by deviation of the real image from linear perspective.

The proposed model can serve as the basis for geometric models
of images obtalned by any other imaging systems.

In the form written above, it reflects the conhection between.
the coordinates of the terrain points and picture points obtained
by photographic, electronic television, and phototelevision methods.
For these methods, ox and oy denote the sums of the corrections for
atmospheric refraction, objective lens distorticn, photographic
material deformation, nohlinéafiﬁy of the television channel scans,
and so on. ’ o ‘

15



For panoramic photographs, the operation (Pg) will have
the form
¥ = xcosarclg (W/f) L ox: g = farctg (y/h) + ou, (p* g y
where iwgapare the cylindrical coordinates of the image point on the
panoramic photograph.

For single-line scanning televlsion systems and IR radiometers,
the model indicated above will reflect the connection between the
pilecture and terraln coordlnates within the limits of a single image
line, if we set x=x=0, and y=f arctg yff -

In all cases, = {. H.xmgm.ﬁ derniote respectively, the perspective
prineipal ray inclination relative to the vertlcal, the perspective
principal distance (focal length of the objJective), mapping altitude,
coordinates of the origin and rotation angle of the o'x'y' auxlliary
system relative to the plcture coordinate system. Depending on the
posed problem, t denotes the exposure time, panning time, scanning
time, interval between exposures, and so on. :

The proposed model demonstrates the isomorphism of the images with
respect to thelr geometrlc nature. A similar model can be con-
structed for the radiant energy transformation processes. However,
it is advisable to develop a unified image generation model which
will reflect the projective essence of the lmages as a whole, i.e.,
will combilne both the perspective and energetic models.

It seems to us that the development of a unified model will be
the primary problem of theoretical iconics. The unified model will
become the unifying methodological basis of the various image gener-
ation methods and techniques, the core of practical lconlcs, deter-
mining the common approach in the development of specific imaging
systems.

At the present time, various technical means for obtaining
images are being developed independently of one another. It often
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Seems that the developments are carried out unilaterally. For ex-
ariple, some of the imaging systems used in space studies, while
having high information content of the first kind (see above), yield
images which are of littie use for geometric interpretation. In
these systems, no provision is made for even the very simple opera-
tions required for coordinate and space and time correlation of the
image details. As a result, the informaticn content of the secong
kind in such systems is very low. The unified model mentioned above
should direct the imaging system developers towards ensuring high
information ccontent of both the first and second kinds.

The absence of a common methodological basis leads to a situa-
tion in which the images obtained by the individually developed
imaging systems are difficult to correlate. The unified model makes
it possible to develop common criteria for evaluating 1mage guality.

It is well known that considerable attention is devoted to the
problems of selecting image quality criteria with respect to the
sharpness characteristic. Without belittling the importance of such
studies, we should poeint out that the criteria for evaluating repro-
ductlen qualitj with respect to brightness relationships and geo-
metric accuracy are being ignored. 1In space studies, in partlcular,
photometrlc measurements of the planet images play a major role.
Without a criterion for the quality of the brightness relationship
representation, the results of photometric measurements may not be
truly representative.

As a preliminary proposal, we can consider the image brightness
and geometric accuracy eriterion to be the deviation of the real
pictures from projective correspondence, formalilzed by the unified
mathematical model.

The'idaa that only terrain plctures obtained by so-called topo-
graphlc cameras are sultable for precise geometric interpretation
is widely accepted. These cameras have low photogrammetric distor-
tion, have a focal plane shutter, and do not have image motlon com—
pensatlion. This 1dea is the result of using the partilcular imaging
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process model developed for static conditions, when we can conslder
that the camera and the terrain are mutually stationary during the

exposure tlme.

In space studles, imaglng process dynamics become a major factor
and consideration of the static model leads to considerable reducticn
of image information content. Specifiecally, in order to ensure high
picture detail content, it is necessary to use long focal length
cameras with image motion compensation. The objectives of such
cameras have significant distortion. If we make use of the old con-
cepts, the pictures obtained by such cameras are not suitable for
precise geometric constructions. Moreover, the tendency to use topo-
graphical cameras for lmaging in space studies leads to photography
seale limitations, which reduces the information content of the first
kind in the pictures and, in the final analysils, reduces the informa-

~
=+
(@]

|

tion content of the second kind as well. In the case of small imag-
ing scales, the picture measurement érrors, when referred to the sur-
face of the planet, yield large errors 1in determining surface polnt
coordinates.

The mathematical imaging model presented above already brecadens
considerably the application of the various images for precise geo-
metrie interpretation. However, the unified model yields stlll
greater possibilities, since it willl also reflect the processes which
determine picture detail content, which influences significantly the
accuracy of the geometric constructions.

The above-listed aspects of use of the unified image generation
process model relate to the problems of lconles proper. They are
associated with questions of accuracy, detail content, and compara-
billty of images — to a conslderable degree 1rrespectlve of image
interpretation. This 1listing could be continued.

There are several aspects of unified model application as the

methodologocal basis of image interpretation. We shall examine some
of these aspects.
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In spite of the great varlety of image interpretation methods,
they still can be combined into three fundamentally different_
groupings.

‘. +- We include in the first group the interpretation forms based on
‘heuristic principles -which are not amenable to algorithmization.

The second group-includes the automatic pattern recognition methods.
The basis of such methods are the logical image processing algorithms.
The third group includes the methods using algorithms obtained from
imaging models of one sort or ancther. -

We shall examine the third group, since that 1t has a direct
relationship to the theme of the present article.

~"The essence.of the image Interpretation methods forming the
third group consists :in seeking the unknown parameters of certain
elements of the imaging modelh‘-Sﬁch elements may be an object, its
radiation, the medium, the imaging system, and so cn. On the basis
of the imaging model, we formulate the equation or system of equa-
tions from the solution of which we determine the unknown parameters,
The effectiveness of thls interpretation depends on how completely
the model describes the imaging process. We shall consider an ex-
ample of topographical interpretation of lunar photeogrpahs obtained
from spacecraft. -

One of the tasks of topographical interpretation of photographs
is to determine the coordinates of terrain points. The formulas of
photogrammetry are usually used for this purpose. These formulas
are the solution .of the equations formulated from the imaging model
describilng the perspective correspondencée of the image and the
original.  In -these eguations, the original parameters X, ¥, Z are
the unknowns. In our-g¢ase, these coofdinates are the selenocentric
coordinates of the lunar surface points.

The pictures-obtained‘from*SpaCecraft.permit effective use of
the photogrammetrlic method fpr constructing a unified coordinate:
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system on the Moon and determining the absolute heights of the re-
lief. However, the limitations lmposed by the specific nature of
space flight conditions do not permit interpretation by the photo-
grammetric method of small lunar relief elements from these pictures.

The photometric. method is more effective for interpretation of
small elements. This mefhod is based on the iméging model whiech re-
flects the energetlc correspondence of the image and the orlginal.
— the lunar surface. However, these parameters are expressed by
terrain slopes rather than by point coordinates. The photometric
method makes 1t possible to determine precisely the slopes and
heights of the relief elements, but it 1s not suitable for deter-
minirig absolute helights.

It 1s obvious that both methods of topographical interpretation
of lunar photographs taken from spacecraft have significant drawbacks,
which are a consequence of the fact that partial imaging models are
used in both methods: perspective in the first and energetic in the
second. Therefore, a unified model of the imaglng process which per-
mits combining the photogrammetric and photometric methods and makes
them more effective must be used as the basis of topographicalinter-
pretation of lunar photographs. This is also valid for the other
forms of image interpretation by the third group mentioned above.

A unified medel of the imaglng process must form the methodolo-
gical basis of the third group. It appears to us that the theoreti-
cal problem of iconology involves formulation from the unified model
of equations with different unknowns, and the development of metheods
for sclving these equations.
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-PROSPECTS FOR THE DEVELOPMENT OF PHOTOTELEVISION
METHODS IN SPACE STUDIES

A, S, Sellvanov

. .In-space imaging of the surface of celestial bodies can be
carried out by both television and photographic equipment.

. . | .

Television equipment of various types has the important property
that when installed aboard a spacecraft 1t is capable of transmitting
the image of the object belng viewed directly during the time of
imaging or, as we say, in real time.. However, such operation 1s not
possible in the great majority of cases because of the nature of in-
formation transmission over the spacecraft-ground communication line.

: The inadegquate energy handling capacity of the communications
line usually forces reduction of the information transmission rate
in comparison with the rate at which information 1is obtained by the
television system. There are conditions when direct communication
with the sapcecraft is not provided at the moment of imaging. Then
the need arises for storing the video information aboard the space-
craft for subsequent transmission at a definite time and at a defi-
nite rate. For this purpose, the television camera (TC) can be con-
nected with a magnetic memory (M) of the magnetophone type. Zuch
equipment 1s used on the Mariner automatic interplanetary stations
[1} used to study Mars, and on many Soviet and American weather
satellites. Image storage on phdtographic film is also possible,

and was used on Luna 3 [2], Zond 3 [3], and Lunar Orbiter [4]. The
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television technique is also used aboard these vehlcles, but only
for transmission of an image first obtalned on photographic film.
Therefore, such systems have been termed phototelevlision systems

(PTS). |

The choice of a system of one type or the other is dictated by
several consideratlons, the most important of which are the size and
~welght characteristics, other conditions being the same (power con-
sumptlon, reiiability, and so on.

Comparing the phototelevision and television=plus-magnetic
memory systems, we note that the information handling process in the
second system is more complicated, since 1lmage storage takes place
in two stages, and this involves the use of two forms of memory
(Figure 1). The first preliminary storage {for a comparatively short
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I
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Pl formation
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Figure 1. Block dlagram of PTS and TC + M

time) takes place of exposing the target of the television transmlt-
ting tube, and then the video information is transferred to the mag-
netic carrier by means of re-recording.
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The internal structure of the phototelevision system can be
roughly broken down into two functionally different blocks: the
photographic (storage) part I(P), where exposure and processing of
the carrier takes place, and the television (reproducing) part II(TV),
where informaticn'readout takes place. The two parts have intimate
structural coupling with another provided by the common information

carrier — photographic film.

The more complex block diagram of the second system is also re-
flected in the structure, which consists of two blocks of different
types:which are coupled oniy electrically wlth one another. However,
the fundamental difference between these systems lies in the char-

acteristies of the information carriers used.

To date, photographic film remains an unsurpassed carrier with
regard to information reccrding density, i.e., with regard to the
number of image elements (or bits) recorded per unit surface area.

As for magnetic film, while having linear recordlng density practi-
cally the same as that ofkphotographic film (to several hundred
linegs/mm), it is inferior to the latter in regard to surface density,
since to date magnetic recording is practically one-dimenslonal.
Multitrack, and partiéularly transverse recording, which is used in
ground-based video magnetic recorders, reflects the tendenecy toward

\
N
Mo

two-dimensional recording. To date, only desligns and prototypes cof

|

alrborne videc magnetic recorders with transverse recording exist.
Because of thelr complexity, it has not been possible to make them
sufficiently compact and 1lightwelght.

Comparison of photographic film with the televison tube (on the
basis of various characteristics) makes 1t possible 1n two cases to
give preference to the television-magnetic equipment construction
technique over the phototelevision method.

1. When it is necessary to record a relatively small volume
of video information, for example, in the initial stage of planetary
‘studies {Mariner). In this case, the required carrier (magnetic or

photographic film) volume 1s not large and does not define the
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design, which is acceptable for installation aboard a spacecraft in
either version. Here, such factors as technical traditions, operat-
ing convenience, requirements of universality, utilization prospects,
and so on, are decisive. '

2. When repeated utiligzation of a relatively small carrier
volume is required, for example, as is necessary in the weather satel-
lite operating regime. In this case, the advantages of the tele-
vision-magnetic method with respect to rapid recording and reproduc-
tion and recording economies are obvicus.

Let us examine the first case in greater detaill., The Informa-
tion volume limit, after which the advantages of the phototelevision
equipment become obvious, is very arbitrary. Analysls shows that
the current state of the art, this limit lies somewhere in the region

of 107 - 1010 image elements. This 1imit will naturally increase

with development of the technology. The existing situation is well
illustrated by comparison of the parameters of the imaging equipment
of the Mariner and Zond 3 flyby stations. Mariner studied Mars in
1965 and 1969, and Zond 3 photographed the back side of the Moon in
1965, although it was initially intended for a study of Mars as well
[3]. Thus, the eguipment had the same mission, but was implemented
on a different technical basis. The equipment parameters are given
in the table. We note such parameters as the equipment weight G,
memory volume W, and the so-called y-effectiveness (y = G/W) of the
deslgn. We see that the parameters of the phototelevision equipment
are better even for systems of this class.

Let us consider the effective resolution R, which is a most
important parameter for all phototelevision devices. The resclution
is determined by the selected lmage transmission scanning standard,
from which we obtain by calculation the .value of R presented in the
table. The effective'resolution has a 1limit determined by the ob-
Jective-lens photographic-film system.
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TABLE

Eapt. Yy = Wsg R 1/kn,
SC type W, el G, kg el/kg lines/mm m/line
Zond-3, USSR, 7 6 3
1965 PTS 3.4-10 6.5 |5.2-10 20 5-10
Mariner 4, US3A, 5 Y ‘ ‘ 3
1965 TC, M {|8.4-10 9.2 g.2°10 20 2.4-10
Lunar Orbiter, 11 ' g 3
USA, 1967 PT3 1.3+10 68 1.9-10 76 §.10

~
N
1o

Here it 1s important to emphasize that there are no serious

technical limitations in the television part of the system to prevent
full relaization of the resolution of the photeographic part. There-
fore, the effective resolution choice is dictated primarily by the
mission of the particular phototelevision system.

If the system is designed to obtain a relatlvely small volume
of basic information on the surface of the obJect {back side of the
moon, Mars) and achievement of maximum surface resolution is not the
most important objective, then it is advisable to deslgn the system
sc that transmission of both large and small image detaills is not
dilstorted by the photographic film grailn structure. In other words,
we should not approach the film resolution limit and utilize a lower
"recording” density. The phototelevision system of the Zond 3 type
was developed on the basis of these considerations. Here the effec-
tive resolution was 25 lines/mm (optical) with limlting resolution of
about 40 lines/mm. The signal/noise ratic of the analyzer was no
less than 20 (Figure 2). '

Realization of the limiting resolution 1s advisable in the case
when the primary purpose of the PTS is to detect on the surface of
the object being studlied very small relief details, particularly in
connection with the need for imagiﬁg largé areas. In this case,
the television part and the communications channel should not -
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introduce marked dlstortions into the transmission of the information
obtained on the photographic film; the limitling factor is the thresh-
0ld of useful signal detection in the photographic noise.

This problem was resé¢lved by the space- '

4
craft of the Lunar Orbilter type, which e
: |
were used to obtain selective mapping of ,ﬁ ‘Fpnd 3
ﬂ o
the Moon with surface resolution RSl = ; Lunar Orbiter
8 m, and imaging of individual areas é
: 1
: L
with resolution R;l = 1 m. Here, the Cr—w @ & @ ®Wrlines/mm
detection threshold was taken as Us/Un= Figure 2. Resolution
versus signal/noise
1, which was achieved with a resolution ratio

on the film of 76 lines/mm (see Figure 2).

The effective resolution is a very 1mportant information para-
meter of any imaging system, 1ncluding the phototelevision system,
and determines the potential capabilities of system use.

The televislion transmisslon method introduces distortions into
the basic image obtained on the photographle film.

The geometric distortions introduced by the image ftransmission
and reception devices are the most significant and technically diffi-
cult to overcome. While the distortions caused by objective lens
distortion amount to tenths or hundredths of a percent, television
transmission in certaln cases may yleld nonlinear geometric dis-
tortlons of up to a few percent. This distortion magnitude makes
analysis of the image very difficult, and sometimes prevents analy-
sis entirely, for example, stereophogrammetric analysis. It is
difficult to reduce the magnitude of the nonlinear geometric dis-
tortions te 1%. Therefore, the possibilities for improving the PTS
characteristics lie in callbrating the equipment with the reguired
degree of precision and increasing the operational stability of the
scanning devices, even those which are quite nonlinear. This ex-

plains the extensive use in modern phototélevision systems of
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Opﬁ}CO—mechanical scanners, which have high stability of the charac-
teristics in time and under the influence. of various spaceflight

factors.

Knowledge of the calibration data does not, in itself, yield the
required accurary. Therefore, considering the very extensive labor
involved, it is necessary to plan for ﬁomputer analysis of the images
with account for the calibration data. Machine processing of images
obtained from spacecraft is absolutely necessary for several reaéons,
and at the present time, definlite success has been achieved in this

promising direction.

A very noticeéble negative feature of current PTS is dissection
of the informaticn transmitted by these syétems. This 1s caused by
the inadequate definition of the television transmitfers. Here, we
mean by definition the number of elements in the image scan line.

As a rule, there are 600 - 1000 image e;ementé in a single line of
the transmitted image. At the same time, there arée 10 - 18 thousand
elements in the frame width of 70 mﬁ'aerial film, for example; depend-
ing on the film type. Therefore, in practice, the image on the film
is dissected by one technigue or other into several images which can

be transmitted with lower definition. This is seen most clearly for

~
)

the example of image transmission from the Lunar Orbiter spacecraft.
The photographs obtained from these satellites consist of individual
strips with 600 x 18,000 element definition,

It is clear that the dissection process leads to information
loss when Jjolning the frames, reduces control accuracy, and gives
rise to additional geometric and brightness distorticons. However,
in a well designed system, these deficiencies are not decisive and
cannot serve as a serious argument aginst the use of PTS. These
problems will be resolved in the future by the use of television
Scanners with superhigh definition {(reports of such devices have
a;ready been published [5]1): '

The prospects for use of the phototelevision method in space
studies are quite good. This method has absorbed the experience of
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earth-based astronomy and aerial photography, and will be in the
immediate future one of the basic techniques for studying the planets.

It should alsoc be added that of all thé onboard spacecraft sub-
systems, including telemetry, the television subsystem usually pro-
cesses and transmits the largest volume of information. Therefore, the
the wide use of the phototelevision method depends directly on the
development of equipment for long-range space communications.
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FUTURE DEVELOPMENT OF IR THERMOVISION WEATHER
SATELLITE EQUIPMENT

A. V., Listratov

The self radiation of the surface being viewed is used for image
synthesls in IR thermovision equipment. The installation of such
equiﬁment abcard wéather satellites makes it poséible to obtain ecloud
cover ﬁictures of tne Earth's surface in a complete orbit, regardless
of the illumination conditions, and also provides quantitative in-
formation on the underlying surface temperature and cloud top helght.
Such equipment is used successfully-aboard the Soviet satellites of
the Meteor system, and experimentally on the American satellites
of the Nimbus series {1].

With regard to surface resolution, the present-day IR weather
satellite equipment is inferior to the television equipment. This
is due primarily to the comparatively low detectivity of the IR

detectors. used.

While IR equipment has several fundamental advantages in com-
parison with the conventional television equipment , the problem
arises of determining the possibility for future develcpment of
weather satellite IR thermovision equipment. For this purpose, we
need to examiné the basilc criteria for evaluating the guality of IR
thermovision eQuipment. Analysis of the achievable values of its
parameters and their interconnection makes it possible to evaluate
the possibilities for development of equipment of this c¢lass.

Baéic specific criteria for evaluating the quality of metecro-

logical IR thermovision equipment. In the general case, the basie

eriteria for evaluating the quality of the conventional televislon
image are appllcable to the image obtained with the aid of IR equilp-
ment. Along with this, there are certain specific characteristics
assoclated with the IR images obtained with the aid of narrow-angle
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scanning radiometers {in the present article, we consider only
thermovisors of this type). The primary characteristic is the ad-
visabllity of expressing the threshold sensitivity in terms of the

minimum detectable temperature differential ATmin and the resolution

in the form of the angular guantity 8, equal to the radiometer ele-
mentary scanning view angle.

Since IR detector reaction 1s proportilonal to the change of the
thermal flux ¢ acting on it with change of the temperature of the
surface in question from T to T + AT (in the following for the sake
of brevity, we term 4¢ the differential thermal flux), to determine
the nature of the dependence of ATmin on the temperature of the

radlating surface it is necessary to know the analogous relation for
the differential thermal flux.

Consldering that for high gquality thermovision equipment
A‘rmln (BK) "< T (oK). ( 1 )

by differentiating the Planck radiation formula with respect to T,
we obtain

2nth3c3dA AT

ADdL = —— A7
k(!phﬂ.ﬂ + et'h{?.kT__ 2 12 T? ( 2)

where A®d) is the specific spectral differential power of the radla-
tion from unit surface area in the wavelength interval from A to
A + dx wlth change of the radlating surface temperature from T to
T + |AT. It is obvious that for determining A¢ in any wavelength
interval, A= A, (2) must be integrated in this same interval. The

results of integration 1n the range from 0 to = can be expressed
analytically [2]

AD = 40T? AT, (3)
Integration of (2) can be simplified by using the universal

tabulated normallzed function A¢ (A, T), similar to the analogous
functions used for calculations using the Planck radiation formula.
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Then

AD(T, b= hg) = 40TATw (T, A, — &), "

{

where w (T, A, - AE) is the so-called coefficient of differential

1
thermal flux utilization, claculated with the aid of the universal,

tabulationed function

2
jamu.ndh

(5)

o h—l)=2
jmmn.ndx

o

Using (4), we can write the expression connecting AT , (T)

for any temperature T with ATmin (TO), measured (or calculated) for

some one temperature TO of the radiating surface

T 0 (Te = Ay
Armmuﬂ=;Anm4rgqg%%f:f1151, (6)

The wvalues of the function N(T), which is the ratio ATmin(T)/
ATmin(TOJ, for the spectral ranges 0 - = (continuous curve); 3.4 -

4.2 (heavy dashed curve), 8 - 12 (light dashed curve), and 10.5 -
12 u (dash-dot curve), calculated using (6) are shown in Flgure 1.

Connection between the baslc ")

parameters of thermovision equipment ' N

-
[
L

and the parameters of 1ts individual

gomponent parts. In order to find ' Sai L

this relationship, we must first of ' Pl
all determine the criteria which ~
- ¢characterize uniquely the capa- v
bility of the IR detector to detect '
small differentials (changes) of the

\\

-

tivity versus radlating
temperature of the surface being surface temperature

measured when operating in the given
spectral band (for meteoroclogical thermovision equipment, this band
is one of the atmospheric transmission "windows").
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Analysis shows that such a criterion (we term it the IR detector
detectivity for small temperature differentials and denote it by Q)
can be the generalized IR detector parameter defined by the formula

1/2

Q= V2oT3D*(To. f. AN e T ¢ ()] Hz

K ol T v O] ‘0

deg - ¢m

where D¥ (TO, f, Af) is the IR detector detectivity (the conditlons

of D¥ measurement are indicated in the parentheses); w [T, ¢(A)]
i1s the flux difference utilization coefficient, determined from (5);
¢ (A} 1s the product of the atmospheric spectral transmission func-

tion and the thermovision equipment spectral sensitivity; K is the

ut
so-called radiant flux utilization coefficient; ¥ (A) is the detector
spectral sensitivity characteristic.

Physically, the IR detector defectivity Q for temperature dif-
ferentials indicates the signal-noise ratio at the cutput of an
effective IR detector having a dimension of 1 em@ with change of
the measured surface temperature by 1° C with a passband of 1 Hz,
By signal, we mean the effectlive value of the signal change at the
IR detector output with change of the measured surface temperature.

Formula (7) yields the value of § for the same condltions
(modulation type, chopping frequency, frequency band) used in deter-
mining the value of D* appearing in the formula. The corrections
for other conditlons, due to nolse spectral density varlation and
detector inertia, can be easily introduced 1f these characteristics
of the IR detector are known. We denote the value of Q determined
in this fashlon with account for use under actual conditions by Q#,
and 1n the parentheses following thils symbol, we indicate the

radiating surface temperature T and the worklng spectral band Al - A2

or the spectral characteristic for which the detectlvlity for tempera-
ture differentials has been determined.

The table presents the detectivity values of temperature dif-
ferentlals calculated using (7) for several types of IR detectors
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TABLE #

Spectral | Operating D Q
Detector : ‘
type ranﬁe A, temgk T, cm-Hzl/z-w_l Hz-deg'l-cm_l

Thermistor . A

bolcmeter 8—12 295 1,95-108 4500
Thermistor |

bolometer 10,5—12 | 205 1,95-108 | 1300
PtSe 3,4—-4.2 105 7,5-108. | 180
HgTe —CdTe 8—12 77 3108 1,73-10°
HgYe — CdTe 0,8—12 77 3100 8,4-104
Ge : Hg 8—12 30 1-10% 4,210
Ge: Hy 10,5—12 30 1-10 1,5.105
Note: The first two values of D¥ were calculated for £ = 10 Hz, and

the remalning values — for f = 900 Hz.
¥Commas represent decimal polnts.

when using them in the spectral band corresponding to the atmospheric
The calculation was made for radiating sur-
The nature of the Q
variation with change of the radiating surface temperature can be

transmisslon "windows".

face temperature equal to —50° C (223° K).
estimated in the first approximation from the curves of Figure 1.

In order to evaluate the equipment parameters achievable when
using the most promising IR detector types, we‘shall examine the re-

lationship between the threshold sensitivity ﬁTmin of the eguipment

as a whole and the angular resolution 8, IR detector detectivity Q,
optical system parameters, and so on.

The flux difference A% in the band ¢ {1) with change of the
measured surface temperature T by the small magnitude AT, perceived
by the IR detector of a radiometer operating with respect to an '
extended source which is entirely inscribed in the elementary view-
ing angle, can be expressed (with account for the coefficient dif-
ferential thermal flux utilization concept introduced above) by
the formula

AD = ST28TalT. 4 (18D (8)

2¥2
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where D is the objJective lens entrance aperture diameter, and n
1z the obJjective lens efficiency.

Equating AT to ATm s, and replacing A% by the IR detector

in
threshold sensitivity, we obtain

KV AF) Apec

Nn“==ewwnh_¢gom' (9)

where AF is the minimum required equipment passband in the video
signal ciréuit, Arec is the IR detector receiving surface area.

For the sake of exposiltion generality, we have also introduced
into. (9) the factor K 2 1, accounting for amplifiler noise, the re-

quired signal-noise ratio at the threshold differential, the non-
sinusoidal nature of the modulation, and so on. In the followling,
Wwe set K = 1.

It is convenient to use (9) when the specific dimension of the
receiving area of the particular IR detector type i1s given, but
recommendatlons on the selectlon of the optimum objective relative
aperture "O" do not follow from (9) in explicit form. Replacing

“Arec by the product 6f (f is the objective focal length), we finally

obtain the equation which is the basiec thermovision apparatus
equation

KV AF
= . 10
Al = o b~ k) Do (10)

It follows from (9 - 10) that the concept of IR detector detec—
tivity Q* introduced above characterizes uniguely the equipment
threshold sensltivity to small temperature differentials, and the
best optical system, characterizing the potential properties of the
thermovision equipment, is the optical system which provides a maxi-
mum of the product DOn. We also see that in order to ensure the
maximum possible value of the relative aperture, required for im-

proving the threshold sensitivity, the size of the detector receiving
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area should be minimized to the degree that the technological capa-

bilities make this possible without deterloration of the detectivity
*, i = 2,

D In the subsequent calculations, we took A, . = 0.01 mm

(D/f)max =1 : 1.

The passband AF, appearing in (9 - 10), must be expressed in
terms of parameters usually specifiled during deslgn: angular resolu-
tion, satellite flight altitude, scahning band, permissible observa-
tion time, and so on. This implieg that the solution of this ques-
tion depends primarily on the orbital characteristics.

Three basle forms of satellite orbits from which weather obser- /3
vations can be made are under more or less detailed study at the
present time [5, 6, and elsewhere]. These orbits include: near-
Earth circular orbit with heights from several hundreds to thousands
of kilometers, geosynchronous orbilts, and lunar orbits. Let us

examine each of these orbits.

IR equipment installed aboard satellites traveling in circular

orbits near the Earth. In this case, the scan strip must be as large
as possible; the strip width 1s determined by the flight altitude and
the scanning sector. Because of the need for reducing distortions at

large viewing angles, the scan sector 1s no greater than + 4o - 50°,
It is obvious that the observation time for a single imaging cycle
for the équipment installed on such satellites can be taken equal to
the period of revolutlon of the satellite around the Earth. The
optimum system in this case is one whilch provides only line-by-line
scanning of the terrain segment viewed (scanning along the orbit 1s
accomplished as a result of displacement of the satellite itself}.

Expressing the satéllite velocity along the clrcular orbit'using
the known formulas of theoretical mechanics and assuming that in
équipment of the television type the minimum requlred freqguency band
AF 1s equal to half the number of scan elements examined per second,
we obtain
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- T
20,8,To (HY ' (11)

where

T,(H)-—-HR;'H ]/'R:” [sec], (12)

where y 1s the entire scan sector (in radian measure); R is the rad-
ius of the Earth; H is the flight altitude; g is the gravity force

acceleration at the Earth's surface.

Substituting (11) into (9 - 10), solving these equations for 0,
and expressing the linear resolution 8 on the ground at the nadir
point in terms of H and 6, we finally obtain

- 2V2 |/ 1"
8=4 [Ar,,,.,, Q*(T. Ay — ) Dy - 0 r,(H,] (13}

or, in the case when the detector receiving area size is given, this
expression has the form

6==H[ 2Y72) Apee L/ﬁ—?f‘Ih_ (13a)

ATmin Q’ (Tn AI. - LJ Dz“ TO ('H)

Curves of maximum achievable resolution as a function of flight /32
altitude, calculated using (13), are shown in Figure 2. In the cal-
culations, we took ATmin = ¢onst = 1° C, with radiating surface

temperature -50° C, The calculation was made for the three types

of IR detectors indicated in the table (thermistor bolometer, Ge :
Hg and AgTe - CdTe) for two spectral bands: A = 10.5 - 12 u (Figure
2a) and X = 8 - 12 p (Figure-2b). 1In the table and in the calcula-
tions, the values of D* were taken from [3, 4].

With respect to scan strip size, the calculation was made for
three conditions:

a) vy = const = 80° (+ 40°) — curves 1, 4, 7 (Figure 2);
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b) for each of the flight altitudes, the scan strlp was taken
equal to the interorbltal distance (along the eguator) — curves
2, 5, 83

¢} the scan strip was taken constant, equal to 3000 km —
curves 3, 6, 9.

In the calculations D = 100 mm (the value of the Nimbus satel-
1 3 . = . = = . = 2

lite radiometer); n = 0.5; 0 = D/f =1 : 1 {or Arec.min 0.01 mm<).

The values of the optical system parameters taken here are to
a considerable degree arbitrary, or in any case are not the limiting
values. Therefore, on the basis of the calculations_cited, we can /33
conclude that when using high-guallty and fast-response IR detectors
during satellite flights in near-Earth orbits,:the highest resolution

reguired in practice for meteérologidal purpeses can be provided.

IR equipment installed on the moon and aboard gébcentric satel-

Hlites. The basic difference in the imaging conditions for equipment
installed on such satellites 1n compariscn with low-flyling circum-
Earth satellites 1s the fact that the satellite périod of revolution
around the Earth cannot be taken as the time of a single imaging
cycle, and that the imaging itself with the ald of narrow-angle
radicmeters must be accomplished using scanning I1n two dimensions
(for example, line and frame scanning).

It is desirable to obtain a symmetric picture of the studied
terraln segment relative to the snbsatellite point. Therefore, for
the éubject satellite class, the square or clrcular raster form,
providing, respectively, parallel -line or spiral circular scanning,
1s best. Considering that the cloud cover fleld belng examlned has
equiprobability of cloud appearance in any region, the best infor-

. mation qualities will be provided by trajectories with uniform
scanning of the field (i.e., wilth provision for angular equidistance
of the scanning lines or splrals without gaps and without overlaps)
and with uniform angulan scanning beam sweep velocity.
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Figure 2. HResolution versus satellite flight alti-
tude:

a —1, 2,3 —@Q* (ax) = 8.4 . 10%; 4,5, 6 — q
(AX) = 1.5 - 10°; 7, 8, 9 — Q¥ (8x) = 1.8 - 103
172 -1 . -1 0
Hz cm deg "; b —1, 2, 3 — Q% (ArA) = 1.73
105; 4, 5, 6 — Q (Ax) = 4.2 - 105; 7, 8, 9 —
Q; = 4,5 - 103 (scales for curves 1 - 6 are on the
left; scales for curves 7 - 9 are on the right)

=

We take the time of a single imaging cycle equal to T and ex-
press the minimum required passband AF, appearing in (9 - 10), for
the circular and square rasters in terms of angular scan sector size

v (dlameter of circle or side of square) and angular resolution 6.
As a result, we obtain

_ ny? _ y1
L AFSq ks (14)

Substituting (14) into (10), we obtain the followlng expressions
for the resolution 6 at the nadir on the surface:

5 V ony b (15)
=H = v

cir ATmin Y« (T, Ay — A7) DOn

6 =H - 2V§? 11.
sq ATpya VIQ (T, by~ A DOy | ° (16)
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Considering that, with respect to maximum achlevable resolution,
the circular and square raster froms, other conditions being the
same, differ by approximately 5%, all the further calculationé will
be made only for the clrcular raster form.

Analogously to the above analysis, in the case of a glven (or
technologically minimum achlevable) IR detector slze, we can obtain

VBV

5011’ =H [ATmnV-?Q‘ (T, kg — Mg} D)

(17>

Curves of maximum achievable linear resolutlon as a function of
the objective entrance aperture diameter, calculated using (15, 173,
for IR equlpment installed aboard geocentric satellites and on the
moon, are shown 1n Figure 3a and 3b, respectively. The calculation
was made for the spectral band from 10.5 to 12 u for AT . {=50° C) =

1° C for the same three IR detectors used in the preceding sectlon.
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Figure 3. Resolution versus entrance aperture diameter for
equipment installed aboard geocentric satellltes and on the
Moon '

The time of a single imaging cycle was taken equal to three hours;
the scan sector y was equal to the maximum regquired value, 1.e.,

17.5° and 2° for equlpment located, respectively, aboard geosynchrdn—
ous satellites and on the Moon.
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These same figures also show the maximum achievable resolution
as 1imited by the optical system diffraction limit (XA = 12 u). We
see from these curves that the limiting achievable angular resclu-
tion for the equipment of geosynchronous satellites 1s a quantlty on
the order of fractions of an angular minute. This orientation ac-
curacy is not yet achievable in practice at the present time. There-
fore, the variant with orientation of the geosynchronous satellite
by rotation is of practical interest. In this case, the line scan
can be obtalned by satellite reotation and frame scan by scanning the
radiometer in the plane perpendicular to the line scanning plane.
The corresponding computational formulas can be obtained easily from
(3 - 10} and (14), where in the expression for qu we must substi-

tute YZ s YUY

xTy? setting Tx =2 m.

Figure 3¢ shows & as a function of objective entrance aperture
diameter for satellite stabilization by rotation. The computation
conditions are the same as in the preceding case.

As an illustration of resolu-

tion dependence on the information " T -
Xz 1 !
readout cycle time t, curves are ¢ ~ ‘ ———
. . :
shown in Figure 4, calculated for § -wﬁ_h____% ,
4 i —
the case of satelllte stabllizatlon 7 % W 7 Thin

by rotation for D = 30 e¢m. The

curves in Figure 3¢ and 4 are for: Figure 4. Resolution as

function of information read-
1] — Hg Te : Cd Te; 2 — Ge: Hg out cycle time for equipment

= _ A . _ installed aboard geosyn-
(a2 .10'5 12 w5 3 Hg Te chronous satellltes
Cd Te; 4 — Ge : Hg (8 = 12 u),

and the curves in Flgure 3a, b are
analogous.

We can conclude from these data that when thermovision equipment
1s 1nstalled aboard geosynchronous satellltes, a resolutlon on the
order of 5 - 10 km 1s quite feasible. For the case of thermovision
equlpment installation in a lunar observatory, the maximum resoclution

40



-

N%75 1142

when using cryogenic IR detectors can be brought to a value close to
the diffraction limits.

e
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DETERMINING ICONOMETRIC PARAMETERS OF IMAGING DEVICES
USING A WIDE-ANGLE COLLIMATOR

Ya. L. Ziman

Most imaging devices are interpreted as central projection sys-
tems, and for thils reason their iconometric parameters are deter;
mined. The lconometric parameters include the elements specifying
the spatial rectangular coordinate system of the imaging device and
the elements characterizing the deviations of the image construction
scheme from the central projection law.
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In the flat-frame imaging devices, the origin of the coordinate
system is aligned with the center of projection, while the coordinate

system itself 1s realized by the coordinates Xys Yo 2y = const = —f*

of definite plcture points. The images of special coordinate marks,
or the corners of the frame, 1f there are no speclal marks, are used
as such points. The deviation of the image construction scheme from
the central projectlion law is usually expressed by the so-called
distortion corrections Ax, Ay in the coordinates of the current
plecture points. ‘

The problem of determining the iconcmetric parémeters of the
imaging device can be solved 1f the camera being calibrated 1s used
to cbtain the image of a group of reference polnts, the directions
to which are known. In corder to specify the imaging device coordi-
nate system, it is sufficient 1in principle t¢o obtain on the picture
the 1mages of three reference points which do not lie on a single
straight line. Many more such polnts are required in order to deter=
mlne the distortion corrections, and they must be distributed uni-
formly over the entire field of view of the camera being calibrated.

The system of reference directions can be obtained with the aid
of a2 multiple cellimator setup [1]. The number of collimators (re-
ference directions) in these setups 1s limited, and it is difficult
to obtaln in practice on these setups pictures wilth the required
number of reference points for determining the photogrammetric dis-

tortion. The problem of obtaining such pictures 1s resolved success-

fully by photographing the stars [2]. However, star lmages can be
cbfained only by cameras with large objective entrance pupils and
light detectors of adequate sensitivity. A significant drawback of
both of these technigues is the fact that they cannot be used for
callbrating imaging systems when the latter are installed in a space-
craft. This requirement arises in many caseé, speclifically when it
is necessary to determine the sought parameters with account for the

distortions introduced by the porthole through which imaging is
accomplished,. ‘
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These drawbacks are eliminated when calibrating the imagilhg
devices with the aid of a portable, wide-angle, large-aperture.col-
limator, . Figure 1 shows a schematic section of such a collimator
in the plane passing through its optical axls. The marks 2, illu-
minated through the condenser 2 by the illuminator 4, are located
in .the foecal surface PP of the wide-
angle, 1arge —-aperture anastigmat.

The marks are crosses or dots
engraved on plane-parallel glass
plates. The number of marks and
thgir distribution over the field

are selected so that their images Collimator - Camera being
u R callbrated

arg’exposed‘in definlte segments of

the picture obtalned by the camera Figure 1., Optical schematic
of collimator and camera

being calibrated. During alignment being calibrated

of the collimator, the marks must
be displaced in the direction paral-
lgl to the optlcal axis and located s0 that the rays leaving each

mark form parallel bundles after passing thrcocugh the objective lens. /38

The marks can also be located in a single plane if the latter is
close to the focal surface and the rays from each of them remain
-parallel at the collimator exit to within

m,

4" ' (D)

. Wwhere mxy‘is.the mean. square error of determination of the coordi-

nates of the mark images on the pictures; f is the objective focél.
length of the camera being calibrated.

The directions of the rays leaving the collimator (their direc-
tion coslnes lM, Mys Ny in the collimator coordinate system) must be

known with this same accuracy for each mark.

The. coliimator is aligned (see Flgure 1) opposilte the imaging
camera belng callbrated, so that thelr optlcal axes are approximately
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parallel and the principal points of the objectives are poslitioned
as close as possible to one another. (In order to satisfy the latter
condition, it 1s desirable that the collimator have an objective with
front principal point located as fér forward as possible,) With the
camera being calibrated located in this posltlion, pletures are taken
with an image of the coliimator marks, from which we then measure

the coordinates Xis ¥y of these images.

Figure 2 shows two such pictures. The first plcture was made
by a photographic camera. The large central cross and the small
crosses are the'images of the coordinate marks of the photographlc
camera being calibrated; the medium sigze crosses are the images of
the collimator marks. Figure 2b shows an enlarged phototelevision
pleture. Here, the collimator marks are the nodes of the square
grid whose image covers the entire picture; the coordinate marks of

~
£
o

|

the phototelevision camera are the crosses located along the margin
of the frame.

The calculation of the iconometrlc parameters from the measure-
ments of the pictures cbtalned is made fundamentally Just as in the
case of star pictures. For each mark imaged on the picture, we
formulate equations of the form

th f x;[’( x} = x;— Xs + Axi,
M | =Afdilr |, gie=gi—bo + At (2)
oy —fn = 4y A

Here, A is an orthogonal matrix defining the mutual orientation of
the coordinate systems of the collimator and the camera being call-
brated {the elements of the matrix A are expressed 1in terms of three
independent Euler angles wl, wz, w3; Xqs ¥, are the sought coordi-

nates of the picture principal point; axi, Ayi are the distortion

correctlions to the measured coordinates of the collimator mark
images).
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Pictures with image of collimator marks and
the camera belng calibrated

Figure 2.
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The system (2) contains two independent equations for each
reference point. When the number of points is more than three
(1 > 3), all the Equations (2) can be solved jolntly by the least
squares techulque under the condition

[Ax*] + [Ag?) = min. (3)

The probable values of [, Xqs ¥g and the angles wl, wz, w3 will

wlll be obtained as a result of this sclution. From the solutlon of
(2), under the condition (3), we find both the residual errors and
the distortlion corrections Axi, Ayi for the picture points where the

collimator marks are imaged. The distortion corrections for all the
remaining plcture points are found by interpolation of these values.

If the colllimator image does not cover the entire viewing fleld
of the test camera, several additional picutres must be obtained
wlth convergent ﬁositioning of the optical axes of the imaging
camera and collimator so that the ilmages of the collimator marks are
shifted over the. picture and cover the corresponding edge of the
picture. As a minimum, two marks must be imaged in that picture re-
gion where the images of the collimator marks were obtained using
the first (basic) setup.

The solution of the problem becomes more complicated in this
case. All the pilctures obtained are measured. For each picture,
we formulate the system of equations (2) with its matrix A, but with
common values of the unknowns f, Xgs Yo- Thus, we seek 3n + 3 un-

knowns {(n is the number of pictures obtained with different orienta-
tion of the collimator relative to the test camera). All the equa-
tions are solved jointly, which naturally leads to a more complicated
computational scheme.
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Experimental studies were made using this technique to calibrate
Photograbhic and phototelevision systems, The collimators used were
equipped'with objectives of the Telemar-17 (f = 400 mm), OF-233 (f =
210 mm), and Uran-27 (f = 100 mm) types; in these collimators, the
marks were located in a single plane. Evaluation of the results of
these experiments permits recommending the indlcated collimators for
calibrating television and phototelevision imaglng systems, and also
short-focus small-format photographic cameras.
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GEOMETRIC DISTORTICNS OF AUTQCOLLIMATION TYPE SCANNERS

M. K. Narayeva

One criterion of image quality 1is 1its geometric similarity to
the control test. The abillty of television, phototelevision, photo-
telegraphic, and other systems to transmit geometrically similar
images is characterized by the geometric distortion coefficient.

The geometric distortions may be linear or nonlinear. The reason
for the appearance of linear distortions is the inaccuracy of scan-
ning mechanism element assembly. Therefore, the distortions caused
by this factor can be minimized during adjustment operations or may
be easily compensated during image reception. Nonlinear distortions
arise because of nonuniformity of the norizontal scanning rate, and
are defined by the nonlinearity coefficlent

n= (U.mx —_ U:nln)fvmun ( 1 )

where Umss, Umm are the maximum and minimum scanning rates.

The figure shows a schematic [1] of cone of the autocoliimation
tjpe scanners which have found practical application in phototelevi-
sion devices [2] designed for automatic sensing and subsequent trans- /42
misslon of planetary surface images. The image of the point radia-
tion source 1, located in the focal plane
of the objective 2, 1s projected by the
latter together with the mirror 3 into
the same plane, but because of tilt of
the \mirror 3 at the angle 8 to the opti-
cal axls the image is projected to a
different point, point Al!, where the

E ]

\-\*Jb

photographic film with the image fixed jﬁ

autocollimation mirror 3, driven by a Schematic of autocolli-

cam mechanism, is used as the scanning mation type scanner
element.
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Possible sources of the nonlinear distortions which arise in
these devices are the scanning mechanism, objective distortion, .and
the nodding mirror.

Scanning mechanism. In the case of uniform angular displacement

of the mirror, distortions arise caused by the tangential law of
scanning element displacement. In general form, the nonlinear dis-
tortion cdefficient ntg in this case can be expressed as

Mg = 1 —cos® 2y, (2)
where vy 1s the ray defleetion angle.

Distortion is a fileld aberration which arises because of non-
constancy of the linear magnification in the image plane. In the
subject devices, its presence may lead to nonconstancy of the hori-
zontal scannlng rate and, conseguently, to geometric distortions.

If we denote by yé the distance traveled by the ray in the
Gaussian region during the time t with rotation of the mirror, then
the corresponding distance outside this zone in the presence of dis-
tortion can be represented in the form

ta=1t(l = A), (3)

where A is the relative distortion,

Then the scan rate at any point of a line is
o =1p(l = A), (4)
where Vo is the scan rate at the center of the line.
Substituting (4) into (1), we can write the following expres-

sions for the nonlinear distortion coefficients of scanners using
objectlives with negative and positive distortions

Mheg * 4 (5)
AL+ 4A). (6)

T.'pos
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Thus, the nonlinear distortions may constitute a significant
magnitude, particularly when working with objectives whose distor-

tions are negative.

Nodding mirror. In view of the fact that the reflected ray
trajectory depends on both the mirror operating conditions and mutual

positioning of the reflecting surface and 1ts axis of rotation [3, 4],
the use of the nodding mirror in the scanner requires specilal analy-
sis. In the subject devices, the scanning element trajectory corre-
sponds to a quadratic parabola

X == (e%/f) ey (7

or For the devices used in the Zond 3 type phototelevision system [3],

X = (§/4.51) Y%, (8)

where B is the inclination of the mirror reflecting surface to 1ts
axis of rotation; f' is the objective focal length, XOY is the coor-
dinate system in the object focal plane with center at the principal
focus and X axis parallel to the mirror axis of rotation.

Trajectory deviation always leads to nonlinear geometric dis-
tortions, whose magnitude 1s determined by

1 = 31rma/(1 + tmax— BY), (9)

where vy is the maximum required ray deflection angle.

max

It 1s interesting to note that in the absence of mirror inclina-
tion to the axis of rotation, i.e., when B = 0, the tralectory de-
generates into a straight line, and the corresponding nonlinear dls-
tortion coefficient is determined by (2).

Knowing the nonlinear distortions arising durlng operation of
the scanner and the distortions ntg which can occur in the absence

of mirror inclination, we c¢an determine the fraction Ng of the dis-

tortions intrcduced by inclination of the rotating mirror in the

form of the difference nB =71 - ntg'
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After substituting (2) and. (9) into this formula and making
several transformations, the expression takes the form

T4 3yt 07 1)
1+ —pY

Na=—

«.. In practice, 3 y*»$? and, therefore, mns<0. . Since q¢>o, we con-
clude that proper choice of the mirror tilt angle may lead to com-
pensation of the nonlinear distortions caused by the tangential law
of .scanning element motion. ‘
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GEQMETRIC QIsTORTIONS OF OPTICOMECHANTICAL
PANORAMIC TELEVISION SYSTEMS

V. M. Govorov

One of the problems solvable by the space-borne television Sys-
tem, topographical surveying, makes high demands on image quality,
particularly on the geometric distortions introduced by the television
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camera. It 1s the geometric distortions which determine measurement
accuracy and, consequently, the possibility of creatlng reliable
planetary surface maps.

Comparative analysis of the different television systems capable
of sclving the posed problem shows that the requirements on quality
of the transmitted images (stability of their geometric parameters)
are best satisfied by television cameras with opticomechanical

scanning.

Let us explaln the process of image construction by the optico-
mechanical panoramic television camera. Viewing of surrounding space
is accomplished by element-by-element scanning as a result of dis-
placement of the optical image by the mirror
4 relative to the field stop 6, located in
the focal plane of the objective 5 (Figure 1).
The stop cuts off part of the light flux
corresponding to the scan element, which
falls on the light detector 1 where 1t 1s

.
=

converted into an electrical signal. The
diameter of the field stop determines the
angular resolution of the system. The mirror
4 is rotated by the drive 3 containing the
electric motor 2 and a complex kinematie

chain consisting of worm drives to provide the

specified scanning law.

In the design of panoramic television
systems, the question arises of selecting the

scanning ray sweep law. Most convenient,
from the viewpoint of minimum geometric dis-
tortions, are scanners with line-by-line

spiral and sphero-panoramic scanning, which .

are particular cases of linear three-dimen- Eéﬁ:gﬁaiicagpti-
sional scanning. On an oriented satellite, image construc-
its motion may be used to obtain frame sweep tion scheme

of a single-line scanner.
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In contrast with the conventional television and phototelegraphic
SyStemS, where image readout is accomplished from a flat (two-dimen-
sional) origlnal, tube photocathode or rhotograph, in the subject
system direct scanning of the surrcunding (three-dimensional) space
is,accomplished without intermediate recording. Therefore, the posi-
tion of the scanning ray vector in the three cocrdinates is conveni-
entlxwdescribed by angular values.

The directioh of tﬁe scanning ray vebtor depends on the scanning
mirror position If P, m° n' are the direction cosines of the scan-
ning ray. ahead of the mirror in the Sxyy coordinate system, then the
dlrectlon cosines Z, m, n of the scanning ray after the mirror are
found from the expressions (Figure 2):

[=1—-2I, (lJ“ + mm® 4 "),
m = m® — 2nity ({40 + mpm® 4 nant),
n=n'— 2, ([.0' + m,m® + nno),
where [,, m,, n, are the direction cosines of the‘normal to the mirror

plane.

We express the direction cosines 1, m, n,
and Zﬁ, m,, n  through the direction angles

a and B
o ) : —
l=cosacosP, m=—cosacosP, n =sind; "T“
X
{3 = cos a, cos By, = —C05a,C05P, N, =sina,

Figure 2. Deter-
mination of scan-
ning ray dlrec-

The variaticon of the angles a and B or
tions

a and Bn'is:described by the differential

eqﬁations reflecting the scanning law

dajdl = wq, d3/di = w;; daydt = 0y, dB,/di = g,

Synthesis of opticomechanieal scanners involves constructing a
mechanism which ecan reproduce the specified scanning law. If this
mechanism were to reproduce the specified relationship with absolute
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accuracy, the direction angles could be found from the expressions
t 1
o= foudt, p=fau.
. 0

Because of unavoldable errors in fabricating and assembling the
jndividual elements, i.e., because of the so-called primary errors,
the real mechanism reproduces the specified law only approximately.
The accuracy of thls approximation characterizes the gualtlty of the

mechanism.

Denoting the real rates of change of the angles o and B by Ga

and wg, We find the real direction angles o and B

The differences Aa=u—a, AB=p—f between the ideal and real values
of the scanning ray directlion angles are termed the televislon system
photogrammetric distortion components.

If image recording at the receiver 1s accomplished without error,
the distribution of the distortion components in the system viewlng /47
zone characterizes completely the geometric distortions.

Optlcomechanical scanners consist of mechanical components and,
therefore, have fundamentally high stability of thelr parameters.
The scannlng efficiency depends only on the optlcomechanical element
fabrication quality. The scanning element fabrication errors can
always be taken into consideration when calibrating the televlision
cameras, and, if we have the corresponding callbratlon data, we can
minimize the errors in processing the images obtained.

We shall analyze a kinematic scanning scheme and find the ex-
pression for the systematic distortion components for the example
of the opticomechanlcal television panoramic'camera installed on the
Luna 9 and Luna 13 automatic lunar stations.
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Spatial scanning in this camera is accomplished with the ald of
a flat mirror which performs two motions: oscillatory motion about
the horizontal scanning axis, and rotational motion around the verti-
cal panning axis. The oscillatory motion of the mirror around the
scanning axis is accomplished with the aid of a cam whose profile
ensures. uniform rotation of the mirror durlng the horizontal scan
period and fast return of the mirror to the initial position. The
selected scanning law can be written as

a = ayf, p = 204,

where w, and wg are the panning and scanning rates, i.e., the rates
of mirror rotation around the panning and scanning axes.

The real scanning law differs from the selected law, and may be
described by the relations

@=0+ Aa =gl -+ Aa, B =T + AB = 235 4 AP,

The distortion components Aa and A8 in the panning cam gearihg
and scanning angles are caused by fabrication errors, and also by
. misalignment of the panning and scanning axes. Therefore, 1t is
advisable to represent them as the sum of the particular components

8a = Ac’ + Ad’, 88 = AB' + AR 4 AF",

where Ag' and AB' are the distortions caused by misalignment of the
panning and scanning axes; Aa" and ABR"™ are the distortions caused
by the gearing fabrication error; AB"' is the scanning angle dis-
tiction caused by cam fabrilcation error.

Let us obtain the analytic expressions for.these distortion
components, which are necessary for thelr determination during cali-
bration. We .shall clarify the choice of the sxyz coordinate system

with origin at the rear principal point of the objective. We direct
the Sz'axis along the straight line connecting the rear objective

principal point and the gecometric center of the diaphragm. We take
the posltive directicn of the S, axis from the objective toward the
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scanning mirror. We take the abscissa axis-SX in the plane contain-
ing the SZ axis ana the electrical contact on the Instrument case,

providing a signal corresponding to the initial image mark. We
select the Sy axis s¢ that the Sxy" coordinate system will be right-

o

hand (Figure 3, 4).

Y
X
Figure 3. Determination Figure 4, Determination of
of scanning ray direction scanning ray direction

The direction cosines of the scanning ray ahead of the mirror
in the selected ccordinate system are =0, mt=0,n"=! . The dlirection
cosines 1, m, n of the scanning ray after the mirror are I/=-24n, ,

= —2mun,, n=1—2n%, .

Let ¢ and v be the direction coslnes of the panning axls in the
sxyz coordinate system, and T and v be the direction cosines of the
scanning axis when @ = 0 and g8 = 0.

The selection of these angles is characterlzed by the relations

I¢=_ﬂn IB=Tr

Mg=—1, mp=1,

Re=1; _ mp=v,
where lg, mq, iz and fg, me, ng are the direction cosines of the panning and
scanning axes.

The distortion components Aa' and AB' are expressed through the
angles #, v and 1, v as follows:
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&’ =—Gsin&"tg~?-m—2—-.ﬁ-+1(l—cosa)tg 99'2—3' —
—vV2[1—cosE) fcos B _in B
vV ( cos 5 ) (cos 3 sin 2 )
—-rV—2_sin—'?- (cos E——sin E) ’
2 2 2

A3 = —26(! —cosa}— 2ysina.

In order to determine the distortion components Ac" and AR", we
express the panning and scanning rates through the scanning motor
rate and transfer ratios of the individual kinematic pairs

g = a0y = iy, 0y = {og,

Where § = w/u, iy = 0yey, i;=uw/o, are the ratlos of the angular rates of

the kinematic pair elements. Then,

. i al a
o = ilw; + gaml w; + ""aw, Wy 1 Wy 20, By

Aﬁ)ﬁ = l-aAmg + Wy :wi ACI);;.
3

Hence,

i .

Aa” = iAoyt + A sinogt + B, cos wqf 4+ A, sin - wal +
T

iy
1 . 4 i

4 Byoos — @t - Aysin— wgt 4 By cos — @gl,
iyig . iy iy

AR" = izAuwt 4 C sin T’— @t 4+ Dcos %mgt.
s 3

Here, Al, Bl’ Ag, B2, A3, B3, C, D are constant coefficients for a

particular camera, characterizing the eccentricities of the gearing
elements.

The errors caused by the cam result from noncoincldence of the
cam rotation axlis with the origln of the Archimedes spiral used to

deflne the cam and the cam profile fabrication error.

The first factor leads to periodic¢ wvariation of the scanning
rate and, therefore, of the scanning angle. The varlation of the

57

~
=y
O

|



scanning angle because of cam profile fabrication errors can be
approximated in general form by a power-law polynomial.

Then the error AB"' 1s expresgsed as
AB” = asinagt -+ beoswpl + do + dif + dif® + dof* + d B4+ ...

The coefficients a, b, dO’ dl, d2, ... are constants, and are deter-

mined when calibrating the television camera.

Thus, to determine the pannlng and scanning angles, we need to
know the angular rates Wy and Wg s the angles ®, 4, 1.v, and the coeffi-

cients A|, B[, J‘lg, Bg, A3, B3, C, D, a, b, do, d[, dg, dg, d4.

Analysis of the kinematic scanning scheme made it possible to
obtaln an analytic relation for each element and evaluate the magni-
tude of the linear and nonlinear geometric distortions introduced
by them.

Calibration involves comparing the angles to the reference marks
measured by theodolite and calculated from the measured coordinates
of the marks on the pancoramic pletures. Analysis of the calibration
results was carried out using a digital computer at the Institute of
Space Studies of the Academy of Sciences of the USSR. The analysis
results showed that the value of the angles #,y.t,v dces not exceed
20'; the accuracy of their determination 1s characterized by a mean
square deviation of +2'; change of the panning rate causes a maximum
panning angle change of Aa"™ = 12'; the accuracy of determination of
the correction Ae" is characterlzed by a mean square deviatlon of
+4'; the variation of the angle Aa" is described to within +4t by
the sum of two sinusolds with period 27 and 2w/9, with the amplitude
of the latter reaching 6' in individual cameras; the maximum scan-
ning angle does not exceed 12'; the accuracy of determination of the
correction AR"' in the scanning angle is characterized by the mean
square deviation +4'; the scanning angle variation is characterized
to within #+4' by the sum of a sinusoid and a gquadratie parabola.
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These results indicate that these panoramic television cameras

can be considered of instrumental accuracy and permit determining the

direction to objects with an error practically equal to the reso-
lution,
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FILM PROCESSING IN SCIENTIFIC SPACECRAFT
TELEVISION SYSTEMS

G. M. Aleshin

~
-

Photography and photochemical processing of the film in space-
craft phototelevision systems involve several aspects which require
an approach teo selection of the handling process which differs from
that used under ground conditions, different processing technology
and different construction of the instrument for carrying out the
processing.

The peculiarities of space photography include: action of pene-
trating radiation on the photographic film; weightlessness; unusual
"e¢limatic" conditions; requirement for minimum weight, size, and
power consumption in obtaining the image; stability of the instrument
when operating subject to wibrations and accelerations; complete
automation of the handling processes; and high system operating
reliability.
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The spacecraft is continuously exposed to the action of pene-
trating radiation while c¢rossing the radiation belts of the Earth
and during the time of subsequent flight in interplanetary space.
Passage of ionizing particles through the film emulsion layer, Jjust
like light, creates a latent image, and, depending on the radiation
dose, leads to complete or partial expesure of the film [1].

The danger of radlation damage to photographic materials is a
serious problem which makes questionable the possilbillity of using
the photographic methods under conditions of long-duration space
flights. The use of heavy metal shields as protection against radia-~
tion has led to considerable increase of wvehicle weight, and there
are no reliable methods which can be realized 1n practice for con-
trolling the light sensitivity. As a result of several studles con-
ducted in the Soviet Union.,, the problem of protecting photographic
materials against the action of penetrating radiation has been suc-
cessfully solved [2].

In contrast with condltlon on the ground, with complete or par-
tial absence of the gravity force or equivalent ilnertial forces, a
liguild will not take the form of a.vessel into which 1% is poured.
The liquid may take the shape of a formless mass floating inside the
vesgel or may distribute itfself over the vessel walls, forming an
internal cavity. If the vibrations preceded the ¢ransition to
weightlessness, then in a partially filled vessel the liquid may be
either in a fog state or in the form of a suspended mass of the foam
type. Under weightlessness conditions, there are no forces aiding
gas bubble discharge from the liguid, nor is there any tendency for
the bubbles to ccalesce. These effects make it difficult to ensure
reliable contact between the processing solutlons and the film emul-
sion layer and reliable solution flow in the hydraulic portion of
the development system. Under weightless conditions, there is no
convective transport of the chemical reacticn products resulting from
difference of the welght of the products formed. 1In contrast with
ground condltions, under weightlessness heat propagation in liquids
and gases takes place as a result of thermal conductivity, which is
much less effective than convective heat transfer. This circumstance

l‘\.
1
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influences the system for solution thermostabilization and drying
the photographic film after development. Careful remeval of dust
and lint 1n the film feed system is necessary t¢ ensure cleanliness
of the processed film, since after the vibraticns preceding the
transition to weightlessness, the dust and lint will be in the sus-
pended state and may possible deposit on the photographic film.

The unusual nature of the climatic conditicns lies in the fact that
the atmosphere inside the vehicle consists of a mixture of inert
gases, The processor must be capable cof operating over a wide range
of surrounding medium temperatures and pressures, and also with d4dif-

. ferent humidities of this medium.

The requirement for reducing the weight, size, and power con-
sumption leads to the necessity for using in the apparatus processes
with a minimum number of processing operations and minimum solution
consumption per unit area of the material being processed. A fast
process is also desirable,

High reliability is the primary requirement determlning process
selection and the construction of the device for carrylng out the
process. " This choice depends on the followiﬁg factors: ensuring
reliable contact of the processing sclutions with the film emulsion
layer in the given hydromechanical regime; storability of the pro-
cessing solutions and photographic film durilng flight; achlevement
of the required temperature and time processing conditions; opera-
tional stability of the system for circulating the sclutions and the
drying gas; operating regime of the development device (cyeclic or
continuous), activation frequency, existence of interruptions in
operaticn, and so onj; simplicity in performing the technological
operations when preparing the system for on-board operation and
during ground tests.

In addltion to the characteristics determined by space condi-
tions, space photography processes and equlipment must meet the re-
quirements of the television system used to transmit the processed
images to the Earth; the characteristics of the developed image must
. be compatible with the video signal generating channel; depending
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on the mission being performed by the phototelevision system, there
must be the possibility of alterling the sensitometric characteristics
of the film being processed; processing and drying of the photo-
graphic film should not have any influence on the microclimate in the
very small closed volume of the phototelevision system.

The solution of the problems facing space photography requires
the integrated solutlon of a large range of photochemical, physical,
and system design problems.

Depending on the mlssion belng performed by the phototelevision
system, the handling process, composition and construction of the
developing system may be qulte varied. In the present paper, we
shall examine the develeoplng systems for spacecraft whose character-
istic feature is that during flight they overfly the object under
study only once, and the entire film supply is exposed and developed
at one time. Therefore, the developing system needs to provide for
only a single developing cycle,

Various processes were investigated in the course of the study
from the viewpoint of the possibility of thel? use in the onboard
equipment, Bimat process, single-stage process, double-frame develop-
ment, and s¢0 on. It was found that none of the well-known processes
satisfy completely the posed reguirements.

The Bimat process, based on the use of developing-fixing webs,
is simple and convenient but requires complex equipment for carrying
out the process. It was used 1n the American Lunar Orbiter space
photographic laboratory, and made it possible to obtain high-quality
images of the lunar surface [3]. However, 1t has several drawbacks
in spite of 1its favorable properties. First, the processing pastes
have limited storability, particularly at high temperatures. Second,
in the case of a long film being handled, the weight of the paste-web
carrier becomes so great that it is better to have aboard a system
for applying the solution to the film without using the web. The
process 1s applicable for handling only special types of films and
obtaining very definite film parameters during processing. This
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does hdt satisfy the requirement of phototelevision system uni-
versality, ‘

‘The use of the single-stage developing process was preferable
for many reasons. However, study of the kinetles of the simultaneous
developing and fixing process showed that its reallzation under
weightless conditions requires complex processing equipment to avoid
contdﬁination of the developed lmages by the products of interaction
of the solution with the film emulsion layer, partilcularly the zilver.
Moreover, it was found that the process requires rigid control of the
condifions of emulslon layer wetting by the solutlon, and this con-
trol is difficult to achieve.

Exploratory studies, made to select the onboard developlng sys-
tem process'and functional schematic, showed that the speclfled re-
guirements are best met by developing the film in Iiquid or viscous
concentrated solutions with the use of developing devices of the
chamber type.

Film processing in these systems 1s éccomplished by transporting
the fiilm through a series of chambers with the processing solutions.
The primary advantage of systems of this type is that the developing
device is combined with the vessel for the soluticns, and reliable
contact of the seclutions with the film emulsion layer 1s provided
with the aid of simple and inexpensive construction.

The developing unit of this type was constructed in the form of
an assembly of identical modular chambers connected in series. Each
chamber (see figure) has a cylindrical housing 1 made from chemi-
cally resistant titanium alloy, knife-edge rubber jaws 2 which seal
the chamber with the solution 3 and limit movement of the solution
from chamber to chamber during movement of the film 4, and the seals
5 which are controlled from a separate drive and seal the chamber
prior to and after processing. The bellows 6 compensates for tem-
perature changes of the solution volume and the solutlon carried
away by the processed film, and also prevent excess pressure from
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developing in the chamber with changes of
the surrounding medium pressure. The
chamber 1s enclosed in the thermal insu-
lating jacket 7, and 1is egquipped with

the thermostatic system heating element 8.

Film travel through the solution
volume and its axial position in the
chamber create favorable conditions for
reliable contact with the solution and
facilitate thermostatic controcl of the
solution. The chamber has only two
slots for film passage, and sealing these
Elas-

tic rubber jaws were used for relilable

slots does not offer any problem.

sealing of the chamber during film-travel
and compensation bellows were provided in
the chambers.

Studies to develcp the drying and
meisture absorption system made 1t pos-

Schematic of develop-
ing system chamber:

1 — chamber houslng;
2 — ¥nife-edge rubber
Jaws; 3 — solution;
4 — photographic
film; 5 — chamber
seals; 6 — compensa-
tion bellows; 7 -—
thermal insulating
Jacket; 8 — heating
element

sible to work out a simple drying scheme for chamber development

without forced curculatlon of the dessicant gas,

The system consists

of a drying drum located near the surface of a cartridge containing

a sorbent.

The cartrldge has radial discharge channels and a shell

made from a materlal having the property of capillary absorpticn.
Using thils system, the drylng thermal regime and the molsture ab-
sorptlon conditlons ensure a glassy-hard emulsion layer.

A speclal process was developed to ensure.obtalning the specl-
fled stable film parameters under weightless conditions after long-
term (several months) storage under onboard conditions; without re-
quiring rigid control of the processing temperature and time condi-

tlons.

In thils case, change of the solution formula for the dif-

ferent cases of phototelevision systen application does not involve
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any need for matching the fixing and developlng rates. Nor does the

process require forced circulation of the solutions durilng processing.

The principles worked out for constructling the developing system
and the photochemical film treatment process were applied in con-
structing small-scale automatic developling systems for the photo-
television systems of Mars 1, Zon2 3, Luna 12, and so on, space-
craft [4].

The basic specifications of two developing systems versions are
presented in the follcwing table.

Parameter Mars 1 | Zond 3

Dry structural weight, g 1100 540
Solution weight, g 540 B4
Sorbent weight, g 460 57
Processed film length, m 5.7 1.0
Film width, mm 70 25.4
Film length processed without change

of characteristics, m 15 7.0
Processing speed range, mm/min 20-60 10-40
Average current in A at 14 V,

less than 1.5 1.0

The Mars 1 developlng system was intended for one-time process-
ing of high-sensitivity perforated 70-mm fllm; the Zond 3 system
was lntended for unperforated 25.4-mm film.

~
o

~Analysls of the telemetry information and studles of the photo-
metric parameters of the lmages obtalned from aboard the Zond 3 and
Luna 12 spacecraft confirmed the.validity of the principles which
had been worked out for constructing the developing systems. In
both cases, the systems functioned in complete accord with the de-
sign conditions and provided high-quality development of the exposed
films. It should be particularly noted that the technique which we

65



worked out for processing the information obtained from onboard made

it possible to determine the sensitometric characteristics of the

£ilms developed onboard and construct the corresponding character-

istic curves. These data formed the basis for proper reproduction

of the images obtained from onboard and their subsequent photo-

metric study [5, 61.
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REDUCTION OF IMAGE BLURRING ON INDIVIDUAL
AERIAL PHOTOGRAPHS

Yu. I, Fivenskiy and Yu. L. Biryukov

Several publicaticns [1 - 5] have appeared during the last three
years 1n the Soviet and foreign literature devoted specifically to
studying the theoretical and practical possibliities of obtaining
sharp images from indistinet or blurred images, including those de-
graded by motion. This indicates the growing practical interest in
"passive" methods of combatting the factors which cause loss of image
sharpness. This intense interest in the "passive" methods is ex-
plained by both the impossibility of complete account fer all the
factors‘acting under real imaging conditions and the fact that 1n
many cases the photographlc systems used are far from perfect.

The majority of the image restoration technigues described in
the literature are based on the use of coherent optics methods.
Another trend in the practical solution of the problem involves the
use of digital techniques. Without negating the obvious advantages
of the techniques which have been proposed, we should point out their
essentlal deficienclies, which st1l11 prevent their broad application.
They require complex speclal systems, avallability of a coherent
light source, and preparation of speeclal spatial frequency filters.

These technlgues for practical realization of image restoration
conditions are neot the only possible ones, at least not for the
motion case. In 1965, we developed a technique [6, 7] for reducing
image blurring photographically in application to the image motion
case, which required the use of two pictures obtailned simultaneously
which include mutually complementary information about the object.
The possibllity of exact solutlon of the problem was proved. In the
present article, we'discuss a new technique for photographlc reduc-
tion of blurring which was developed in 1967 and utilizes only a
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single photograph. No speclal equlpment whilch 1s not avallable at
practically any photographic laboratory is requlred to carry out
this technique.

When a single blurred photograph 1s available, the absence of
any additional informatlon prevents carrying out exact correction in
the image frequency spectrum, specifically, frequencies correspond-
ing to isolated zeros of the image motion transfer function which
are lost in image motion cannct be restored. In this case, there
remains the single posslbllity of operating with the amplitude and
phase of the components present in the origlnal image spectrum.

Let us examine an ideal photographing system whose operating
quality is détermlned only by image motion. Assume the system is
linear, and the photographic material has no grain. In the case of
image motion, there are changes 1n the sharp-image spectrum F {u, v)

G, v) = F (4, ) Ha{tt, v), (1)

where Ha {(u, v) is the amplitude phase characteristic of the geo-

metric shift of magnitude "a'.

Since the stationary photographling system i1tself has a limited
passband, we cannot hope for complete elimlnatlon of image blurring
nor, for example, can we reduce blurring to a magnitude much less /58
than the system linear resolution. Therefore, in the following,
we shall examine the case of blurring reduction by some finite factor
m. Then, if we multiply both sides of (1) by the function K., (u, v),
such that

Km (u. U) = Ha,'m {u- U) Ha-’ (“l U)-

where Ha/m (u, v) is the transfer function of motion shift which is

smaller by the factor m, we thereby perform the required correction
of the original image spectrum

G4, 0} K (4, v) = F (U, v) Hajm (4, O} (2)
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In general form, the problem of blurring reduction or sharp-image
extracpion (fqr Ha/m = ;) congists in-finding a technique'for practi-

cal realization of the transformation of the form (2).

It is well known that, in the case of inexact superposition of
negative and positive images (for example, in the case of lnefficlent
reallzation of the "sharp mask" technique), contouring of image de-
tails. 43 observed. Mathematlcal examinatlon of the phenomenon shows
that in this case there are definite changes in the origlnal lmage
spectrum in the .amplitude and phase of the components. We shall make
use of this ecircumstance. We superpose the negative and pesitive of
the origlnal blurred picture with blurring so that the directions of
blurring of ldentical Iimage details coincide, and the orlgins are
shifted relative to one another, in one direction or another, by a
magnitude several times less than .the shift. Considering the nature
of this cperation, for the case of a shift of magnitude "a", we write
the result of the image Subtractlon performed in this case, in
the form

H(P)=Ha(P)(l—'Tﬂ "/ _ . (3}
where m 1s the required shift reduction ratio; ¥ 1s the ratioc of the
negative and positive image contrasts.

We prepare from the negative and positive combined 1n this
fashlon, several coples on photographic material with transparent
substrate. In so doing, we require that the relative image contrast,
controllable by the developling conditicns together with selection of
the required photographic materials, decrease from copy to copy, in
accordance with scome definite law yw=k.{)), where n is the total num-
ber of coples prepared or the number of elementary operations of
the form (3) carrled out; A is the sequential number of the COPY .
Then we combine. the.images obtalined while introducing sequentilal
spatlal delay between them (i.e., relative displacement of the /59
images belng combined) by a magnitude equal to the magnitude a of
thé-original shift. To accomplish this, the copy-photos are super-
posed one on the other, while aligning the direction of blurring of
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identical detalls and shifting the blurring origin 1n the order of
reduction of the 1mage contrast seguentially by the magnitude

in the direction in which the original photograph developed to the
lowest contrast coefficient Y was shifted.

The result of performing these operations c¢an be represented by
the expression
-2y
Ho) =Hap 1~ Qmermm
=1 (4)

which 1s the realization of the lmage blurring reduction condition,
written in general form.

We shall show this by a specific example. Assume the photo-
graphlc system has & shutter with efficiency 100% and uniform image
shift. In order %to reduce the shift, we require that the 1lmage con-
trast on the coples decrease 1In the order of an arithmetlc progres-
sion with last term equal to the progression difference, 1l.e.,

Ba)=In—(—Dn A=1,23, .... n) (5)

Making the corresponding transformations in (4), we find the ampli-
tude~frequency characterlstic of the resulting shift. It ean be
written as the product of tweo relative frequency functilons

Afav) = Aam (av} Q (av), (6)

where Agm(av) 1s the amplitude-frequency characteristic of the shift,
which 13 m times less than the original uniform shift

. m—1 -
[sm(n+ = ) aav — ysin X

m-4-1

Q@ﬂ=ﬁ-u+h+ XP+ “)mqmm“ : (7

i . av
l n sin xav sin x —
m

Hence, we see that the proposed technique theoretically makes it
possible to perform arbitrarily exact restoration of a blurred image.
In point of fact, as the number of operations n + «, the magnitude
of the fraction in the braces of (7) approaches zero, and the factor
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Q (av) is independent of frequency. - However, the practical realiza-
tion of this condition involves well-known difficulties.

Nevertheless, even a comparatively
small number of operatlons leads to a
positive result. Figure 1 shows the re-
sulting amplitude-frequency characteris-
tlcs calculated for the case of reduc-
tien of the original shift by a factor
of four {(m = 4) for several cholces of
the parameters n and Y appearing in (7).
Figure la shows for comparison the fre-
quency characteristic of the original
shift (seclid curve}, and the frequency
character of the fourfold smaller shift
(dashed).

We see from Figure 1lb that the re-
guired phase changes in the basic fre-
quency characteristic take place for
even a single operatlion. Further in-
crease of the number of operations leads
only to redistribution of the amplitudes
within the limits of the freguency band
being restored as a result of increase
of the number of cycles (Figure lec),
and reduction of their relative magnitude}
For a number of operations n = 10 (Fig-
ure 1d}, the frequency characteristic
obtalined is already a quite good approxi-
mation to the required characteristic

curve.

We note that the number of peaks in
each freguency band which is a multiple
of the magnitude of the original shirft

=4
c Ml A@@v) Y=o

1o}

t 72§ day

Figure 1. Influence of
number n of operations
performed on the form
of the amplitude-fre-
quency characteristic
of the shift in the
restored image
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is equal to the number n of operations performed. Physically, this
means that this same number of residual, periodically repeating {with
period a) lower contrast images will be present on the restored image
near each individual detail. The contrast of the resldual lmages

can be made less than the 'moise" caused by photographic material
graininess by increasing n. If there are a large number of details
in the photograph, their residuasl images average out, are superposed
on one another, and are lost in the photographic material "noise" at

.
h
—

a smaller value of n.

If we set y=1 and k,(?)=const in (4), we actually obtain the fil-
ter transfer characteristic examined in [3]

Kijiw) = sin 450 ma
. Koy Imsin 0,50a (8)

This filter works well under the assumptions made by the authors on
behavior of the function being restored beyond the limlts of the
photograph; these assumptions are not usually satisfied in photo-
graphy. Therefore, in the general case, the characteristics of the
realizable filfers can be obtained from (4) by selecting the values
of the parameters appearing in this formula so as to have in practlce
qulte good restoration results., Specifically, for the case of re-
storation of a photographic image obtained with uniform shift, com-
parison of (6, 7), shown in Figure 1, and (8), shuws the significant
advantage of the subject technigue. For a given shift reduction co=-
efficient m, the selection of the requlred values of the parameters
n and y can be made in accordance wlth the quality criterion adopted
for the solution of the speciflc practlical problem.

The problem solution becomes more complicated for a nonlinear
gystem, which photography 1s, In the general case, The primary dif-
fieculty 1s that the techniques for adding and subtracting photo~
graphle 1mage opaclitles are not yet known. Therefore, we must re-
place these operatlons by the operations of multiplication and dilvi=-
sion, 1.e., addition and subtraction of the optical densities. It
can be shown that in this realization of the proposed technique, the
difference AD of the densitles of two neighboring points of the re-
stored image, the distance btetween whilch is considerably less than
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the magnitude of the original shift, is obtained as follows:

AD = 173727, 2n [ jerahy O ] (9)

m )
where Eﬁ is the average contrast of the image obtained with shift

m times less than the original shift.

It follows from (9) that the restored photograph transmits the
contrast between details located close together in accordance with
the way in which this contrast is transmitted by a photograph with
shift less by a factor of m, i.e., better than the original blurred
photograph. This same formula shows that relatively high-contrast
details are restored better than low-contrast detalls, which are
masked to a greater degree by the residual images. To reduce the
factor in the square brackets, we need only to increase the number n
of operations. However, experience shows that the total number of Zﬁé
operations required for achieving the same result 1is somewhat smaller
than in the case of addition and subtraction of the photographic
image opacities. Figure 2 shows one version of blurred photographic
image restoration for a minimum number of operations performed
(n =1, y=0.75, m = 4),

Figure 2. Example of blurred image re-
storation:

a — original photograph; b — result of
image restoration

REPRODUCIBILITY OF THE

ORIGINAL PAGE IS POOR __ o



We have examined above a somewhat idealized photographic system.
It was assumed that the photographic material has no grain, the shut-
ter efficiency is 100%, and the image shift exceeds considerably the

system resolution.

The use of a single originhal photograph, 1n contrast with the
technlque of blurring reduction using two photographs, leads to con-
siderable increase of the restored image grainiﬂess; This is asso-
ciated with the larger number of gvhotographs particlpating in the
operations of addition and subtraction of image optical densities.
It 1s clear that the number of photecgraphic copies prepared cannot
oe increased without limit. Actually, in spite of the fact that we
see from the above formulas that contrast transmission improves with
increase of the number n of operations, at the same time an increas-
ing number of low-contrast detalls are masked by noise because of
increasing gralniness. A similar process takes place with increase
of the shift reduction coefficient m. Therefore, we can récommend
obtaining several restored images for different values of the para-
meters m and n, and examining them together with the orlginal photo-
graph. Some detalls will be transmitted better on certain photo-
graphs, while others will be transmltted better on other photographs.

The general theory of the technique examined above holds good
with reduction of the blurring on the image obtained by a photographic
system with shutter efficiency less than unlty. The only difference
lies in the fact that restoration of such an image usually requires
performance of a larger number n of operations.

In concluslon, we note that the technigue theory presented makes
it possible 1n principle to reallze thls technlque using the methods
of television technology as well as those of photography. Thils can
lead to inereased speed in handling blurred photographs. For example,
if we take the route of developlng an analog computer based on the
"scanning beam" television system or some similar system, the problem

of blurring reductilon can be sclved in a few seconds using rela-
tively small equipment.
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APPLICABILITY OF THE DIFFUSION APPROXIMATION

Yu. L. Biryukov, L. G. Titarchuk, and
Yu. M. Chesnckov

Several methods using an approximate form of the scattering
indicatrix have been proposed for simplifying the calculation of
radiatlon transport in planetary atmospheres. Specifically, the use
in place of the exact Indicatrix X (Y) of the approximate value

X =1 + 081, o 1y
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where Xy 1s the first coeffilcilent of the expanslen of the indlcatrix

X (y) in Legendre polynomials, leads to the diffusion approximation
of {1].

In several cases, calculations using the indicatrix X (y) yield
considerable discrepancy with the results of exact calculatlng using
the indicatrix X (y).

Heyney and Greenstein [2] suggested using an indicatrilx of
the form

1 —(x/30
M+ ()t —2 - x/3 - cosyTt

X(=

however, 1t yields unsatisfactory agreement with the exact calcula-
tions made by Hansen [3].

The indicatrix proposed by Kagiwada and Kalaba [4] gives still
poorer agreement with the exact calculations.

In the present paper, we discuss the posslbllity of using the
indicatrix (1), and suggest still another approximate indicatrix form

whose use in practice has shown good agreement with the experimental
data.

The scattering indicatrix is the probability distribution den-
sity of the angle of light quantum deviation from a straight line
after a scattering event.

Knowing the scattering indicatrix, we can find X2 {y¥), the prob-

ability distribution density of the angle of light quantum deviation
from the initial straight line after the second encounter, as the
distribution density of the sum of two independent random quantities.
We can find similarly the probability distribution density of the

angle of light quantum deviation from the initial stralght line after

h .
the nt scattering event. TFor the sake of brevity, we shall call

this probabllity distributicn density the nth scattering indicatrix.
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--We note that the angular distribution of the radlation leaving
a layer is determined to a considerable degree by the indicatrixes
of the 1last scatterings, taking place immediately prior to the

quantum leaving the layer.

The_ordgr number of such scattering may be different for differ-
ent guanta. Its average value increases monotonically with increase
of the layer optical thickness 7.

th scattering indicatrix into

Let us find the expansion of the n
a series in Legendre polynomials.. The radiation dilrection at a
given point will be characterized by the angles 8, ¢ (8 1s the angle
between the radiation direction and the solar ray incldence direc-

tion;'¢'is thé azimuth in the correéponding horizontal plane).

On the basis of the theorem on spherical functions

0, if i+,

Fy = (PP do _p (2)
1 :h)rﬁ)m .n% 1r i=, _
241 -
where cosy’ = c0s6’, cosy” = ¢cosBcos@’+sin@’ sind cos(¢—¢’) and the integration /6

1ls performed over all solid angles.

Using (2), 1t is not difficult to write the form of the nth
scattering indicatrix

Bhas 25 YTV . ‘
X =1+3 0 (727) Bw 6>, 5

where X, are to coeffleclents in the Legendre polynomials for the

initial indicatrix X (v).

We see from this expression that if we use in the caleulatlions
in place of the exact form of the indicatrix, its approximation in

the form
X(1)=1+xcosy,

then the error in determining the probabllity distribution density
of the light quantum deviation from the initial line is
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AXa(¥) = Xa () —Xa () = D) xa(
=

2" ny.

2% -1

AXn (y) reaches its maximum value for y = 0, since for this value of
vy, all the Legendre polynomials Pk {y) have the same sign and take

the maximum value, equal to 1.

By virtue of contlnuity of the function AX (y) (it is larger

than zerc), in some neighborhood of the peint y = 0. For other
values of v, Axn {y) is close to zero because of the difference In

the signs of Pk {y), and is basically negative since 1ts volume

is negative.

For sufficiently large n,

| AXL (1) <1 X ()]

As a rule, for the spherical particle indicatrix,

Th-y Xy

reny gl (4)

As a result of this, the stronger statement that
jAX

a{TH
—2 0 21
% (%32

is wvalid for sufficientliy large n.
In fact, as a consequence of (4)

(5" Y P 0)
$aX, (0l ’ =2 _ X0 —1—x (9!

(A (30 " A

and since %}:>%? according to (4), then

lim XO—1—x (xz,/S)"___lim | AX, (7)) 0 (5)

= A R

.t]f 3
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For more exact account for the form of the scattering indicatrlx,
we consider the fact that X (y) has a quite sharp peak in the viciw
nity of ¥y =0, Consequently, 1t is natural to replace X (¥) by the
1ndlcatr1x X (Y) represented with the ald of the §-funetion

xm—u(l +x,c057) (1 — 1) 8 (1) (v < 1). (6)

In order to find a method for calculating radiation propagatlon
when using the indicatrlx (6), we note that during each scattering
taking place in accordance with ¥ (¥), the light quantum with proba-
bility v is scattered in accordance with the indicgtrix l+xmoa’ and
with probability (1 - v) continues on without altering its direction,
l.e., we can consider that scattering takes place 'only with the in-
dicatrix 1+X cosy, but takes place on the average 1/v times less
often than would be the case for conventional scattering with this
same indicatrix.

This leads correspondingly to reduction of the attenuation co-
efficlent a and, therefore, of 1 by a factor of 1/v.

Thus, in crder to calculate radiation transport in accordance
with the indicatrix X (y), we need to make calculations in the ap-
proximation of [5] for the 1ndicatr1x I+x1cosy with the optical

thickness Tv.

In order to select the parameters v and il, we find the form

of the n®® scattering indicatrix X (v)
X = X () Koy 22, (7)

Applying (7) sequentially to Xy, x,w),,,htw), we obtaln the
form of the nth scatterlng indicatrix Xa(y)

Xa=0—-0=v)+ 3[(?4— 1 — v)"—(l - v)"Jé;)s? + (I —0)'8 ().
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In order for the 1lndlcatrlx X(y) to be used for quite large n,
1t 1s necessary that

Xn ‘.'T)"‘Xn (1) = 0{xy3) (8)
and
| —v=u<x/3.
It follows from (3), (5), (8), that
X1 o Z!_
_3_=.u+(l u) 3
or
~ m—-
A=t

In order to calculate the distribution of the radiation leaving
the atmosphere of a planet, we select u such that, in the vieinity of
€8=x1, the Indicatrix X.(y) reflects quite exactly the aft peak of the

indicatrix Xa(y).

For thils 1t 18 necessary to reguire that
X (m. ) — Xa(m, 9) = 0(xe/5) (9)

In fact, Xa{x, g) 18 a sign-altering serles with monotonically
decreasing coefficients. Consequently,

§ (ry/5)" — 7 (2 TV < X (1, ) < 5 (/)

and even for n > 5, we can consider with adequate accuracy that

Xa (nl (P) =5 (x?js)n'

Therefore, in order that (9) be satlsfied, we need to set
¥ {8 () — 1 —3cosm) = 5(xu/5)" (10)
or

i = (5/2)"" - xo/5 = X4/5. (11)
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Satisfactlion of (10) ensures sufficlently exact correspcndence
of Xu(y) and X(y) not only at the point m but also in some vicinity of
this point, since by virtue of the arguments presented above,

Xatt) = Raf1) =3+ - (x/5)"cos 7 (1 + cos7) + O(x/5)™

Thus, in order to calculate radiation transport in a dense atmos— /48
phere in the presence of strata with markedly elongated indicatrixes,
we can use the theory presented in [5]. To do this, we must replace

Dy ﬂ:ﬂi, T by t(l—y), where u
(1—u)

in the corresponding eXpressions‘xl
- X -—iL

is found from (11)

Specifically, for the two-layer spherical atmosphere (cloud, gas)
model discussed in [5] and [6], we can obtain analytic expressions
for the radiation leaving the planetary atmosphere 11 (0, 5., n) , the
radiation arriving from above and below at the interface of the cloud

and gas 1aYePSItﬁc1.§-n,uhfrhcl.g.n.p)s and also that arriving at the
planetary surface Iy (tvg1+te 5. pn) - There, 1 is the optical depth in

the atmosphere; Ta1s T are tne optical thicknesses of the cloud and

g0
gas layers, respectively; £ is the cosine of the angle at & given
point between the direction to the sun and the direction of the
radius vector; n is the cosine of the angle between the radiation
direction and the direction of the radius vector; u 1s the cosine of t
the azimuth 1in the corresponding horizontal plane.

We integrate the transport equation

ar __
H——1+8

as follows:

.
I=Ce™+ o e ar,
L}
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We use the expression for B from (1]

where

B=J +xunf +xuy | —n'Gp +-§—-x,(-f,) @=1,2.

J = jldm/m; H= [-3‘—', —-(S[-i)x,,;it'r‘]{lj(li — )

t o .S o /T TN 4 .
Gﬁ(—';—k— —OT.‘*'TXSJ‘/l—E.e T) 3_2..‘ *

£,=% and x,;=0, R is the radlus of the planet, T, is the optical dis-

tance along the sun's ray to the given point in the atmosphere; T is
the optical distance along the scattered ray; o is the bulk attenua-

tion coefficient

cosyy =—1ns+ ]/l -1 ]/T—_g’p..

We obtain the following expressions from [5]:

lf=(o.§.n.u)=§,,‘—'6.(cm+1)[ L

1 —[x/3)}
+ | o Vf‘—E'V‘l'—'l’
ar [(3/x) — 1]

1 : 38 1
—_ R0 YT, S—
] @/x)—1 0.9 4 =Wt —(x/3))

R GG+ S | L ]
[Fy (& )+ Fa(Es 0]+ reryres X(T’)+3—'£1( i+

1 35/4 T r—
(3/x)—1 aR(~—W,) Ly B n) + Lo By Tl)l....._...g'_;;‘.-_.._....-. +

=t 1 /M

3 1—-A

Tgo
Liten B =S8 [(Cm +1) +._..._§___i5_’."__].
PR Ll
2 144 go

fl(‘cl-%-'l-l‘)=%cx( ——r +Cm)><
|
1l

3—xn 1%,
2 14ag
W TS =) AT N W T
PP aR [(3/x)—11] 1—3x :
3

1 3Ly

3 S
- T XF » —
+ 4 -V, G+ (3/x, —1) aR{—W,)
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Here,

F;(E"'l)=g-59—(c + £n )(1_[_ Cin{n+- 28 )—}-C, By

Ea £+ €+

C.E (4 2n) Bt
FGn=-——]c 1 C .
1) E+n( 113 )( e )+ e+

c' 4_' 2% )(I+C2(H+3§)'1);

G- (E+n)’( iy

E+n
R I R R T IO
+——(£";= [+ 2555

FoGn)=E8(Ci+B)(1 + Ca(toq+ )k
LiEn)=8C+20 + Cz('fc 1+ 0k

3=x

A 7 P .
€= 2:.: C:='-g‘—i : = - i
. ,3‘—11 : Ag-}-i ’+3—X| i—Ar

2 144, el

A | o
Wn-—'".i—:_c—lc;,. Ag—l

70,8 = EC‘ ~ B —3(C3+ Iy

, sma +1):
I 0= iwlr [nC,—3 (c, F Bk
i 3 Z
_A—1 2 :
= .
A1 3 1—4a
ol b 2 1+4 Tgo

and A is the surface albedo.

A comparison was made of’ the brightness'angular-diétribution at
the upper edge of stratus ¢louds, calculated using the above tech-
nique with the distribution measured in" [7]. The -measurements were

e
-3
o

|



made from an airplane flying above the clouds. During the measure-

ments, the brightness meter optical axls was deflected from the verti- /70
cal by one of the fixed angles @, and was rotated through 360° about

the vertical axis.

The measurement re-
sults were recorded on an
oscillograph. Three such ;ﬁp5yqhnmWf“*“ﬁﬁyrﬁfﬁﬁmhﬁwpﬂﬂﬁaﬁhw
oscillograms {wavy curves) L 5 1 .

0
are shown in the flgure. 142 20 8=8

The smoother curves in

"this figure were obtained /G e yﬁ:\

by calculation. The cloud — . L -

. g ; .
optical thicknesses Tal? T, "R Z=T"6-1

equal to 4.2 and 12.6,

were calculated on the ~ﬁ*ﬁgJ/r\\\hgbmwﬁumt_#’//m\kuuwf“ﬁ

basis of the cloud thick- L N . .
&7 ”e g

v
nesses measured during T,k z-TT0=R

flight and the average Angular distribution of brightness at
water content for stratus upper edge of stratus clouds with sun

angle z = arccos § = 70, and Ta1 =
4,2 and 12.6

clouds. The scattering
indicatrix corresponding
tec an average droplet
radius of five mlerons was taken from [8]. The optical thickness
of the atmospheric layer below the clouds was taken as 0.2.
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SCATTERING OF LIGHT IN A SPHERICAL MULTILAYER
ATMOSPHERE

L. G. Titarchuk

In the present paper, as in [1 - 5], we examine the problem of

. radiation diffusion in the atmosphere of a planet illuminated by

solar rays. The basic equations of the problem were obtained in [1]
and the soluticn was found in [2, 4] for the case when the absorp-

tlon coefficlent in the atmosphere is constant. 1In (3], the assump-
"tlon was introduced of exponential variation of absorptivity with
altitude, and a first approximatlon solution was proposed for this

case,

In Secetion 1 ¢of the present article, we present the problem
sclution for the nonuniform atmosphere case under the same assump-
tions used in [3]. An analysis and evaluation of this solution are
also presented, which make it possible to obtain an approxlimate
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solution convenient for numerical realization and an estimate of the
accuracy of this approximation.

In Section 2, we examine the problem of light scattering 1n a
uniform atmosghere with account for the true absorption. As in Secs
tion 1, the solutlon of this problem is analyzed and, as a result,
we find a comparatively simple expression for calculating the average
intensities in the range from Q0 to 89° sun zenith angle. An estimate
of the error of this approximation 1s made.

The multllayer spherical atmosphere model is examined 1n Section
3 on the basis of the results of the preceding sections. Each ith
layer for the n~layer model (i =1, ..., n) is represented by four
parameters, namely, At =<, — 7T, i-1 >, WHREre To ¢, Yo, ¢ Aare the optical
depths of the upper and lower edges of the layer, respectively, the
scattering indicatrix Xi{y),.the probability Ai of gquantum survival

in an elementary scattering event (particle albedo), and absorptlvity
variation with altitude a(h) (exponential for M=1, or constant for
any 2%1). The latter actually does not limilt the possibilities of
applying this model in practice, slnce the exponential law case cor-
responds to a purely gaseous layer with constant temperature, -and

the case o = const with any li # 1 is realized with continuocus

¢cloud cover.

The final results are formulas for calculating the average in-
tensities through the entire depth of the atmosphere for sun zenith
angles from 0 to 90°.

1. Light Propagation in Spherical Nonuniform
Atmosphere

Baslc equations. We shall assume that the atmosphere is 11lumi-
nated by parallel solar rays, creating illuminatlion of an area per-
pendicular to the rays equal to 7S. The distance of any point in
the atmosphere from the center of the planet is denoted by r, and the
angle between the radius vector and the direction to the sun is
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denoted by y. Let J (r, ¥) be the average intensity of the diffuse
radiatipn at a'point with the coordinates r and Y. Hereafter, we
shall use, in place of r, another variable — the optical thickness

A
T, equal to

s =

T= 5 a(r)dr (R<Kr L)

r

wﬁéfé Ty is the distance from the center of the planet to the upper

edge of the atmosphere, and R is the radius of the planet.

We suppose that the absorptivity o{r) decreases exponentlally
with height, i.e.,

a(r) = a(R)e-tr-Rit,,

where H, 1s the height of the uniform atmosphere. Then
A
t=H (a{)—a(r)).

The opticdl thickness of the atmosphere is

» A

fo = H. (R(R) — u(r,)).

We make the change of variables

T =u(r)H_=:+a(rH)H_ =: + %

An approximate equation of the following form was obtalned in
[3] for the average intensities in the pure scattering case:

»; | H, oM
EORR O i 1) (1.1)

with the boundary conditions at the upper edge of the atmosphere £2],

where 1T = TH,,

_3—x _Ss
=~ =T mcosy {1.2)

a
and for a planet, where T=ttTy=r1,>
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W 3—nl—A y S i 2 (3—-:«)»1)
»t3 1+AJ ST ms¢(2+ T4 ) (1.3)
Here,
38
f=—4~e'1'('.w; (1.11)

Xy is the filrst coefficient in the expansion of the scattering index

% (y) in Legendre polynomials; T is the optical distance from the sun
to the given spot in the atmosphere. A 1s the albedo of the planet-
ary surface.

Analytic solution of the problem (1.2 1.23 1.3). We seek

J {(t, ¢) in series form

J{v, ) = i Dy () cosny.

A==y

(L.4)

We divide the right and left sides of (1.1) by 12, and after this we
expand the right sides of (1.1}, (1.2), (1.3} into a Fourier cosine
series. As a result of these expansions and the representation of

(L.4), we obtain the following boundary value problem for determining
the coefficients:

. wHt

Da(s _'-:—!ngs- (1) = —[al3), (1.5)

’ I—xi1-A 1.6
DL(0) + 52 1= D (0 oy, = a0 (169
D\; (T) - 2 —:; < D, (t’) |«;-=-r"2 P1.n (Tu)- ( L7 )

where
fo =35t ferevay,
]
3 -2 ¢

Fisa(¥) = -ZS—; Se”'““ﬂ' cos ndy, (1.8)
¢1,1=S?xl and for n==1g¢,.=0, (1.9)
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P20 (To) — j Fa (7o ¥} d¢.

Pz (7o) = ;2' Pa(to) cos nydy.

ey

(1.10)

1

The Green's function [6] for such a problem is represented in
thHe form '

f 1 | 1 1 1
q ( =by+ P b+ =—) ( b+ by -bn+ 2—)
—\ Cy at ¢ Cont +T
w, " + ® | (1.11)
fort<r

%(CM;,,.;_ L ) (me:‘&"+ T :—J

G(t,v) =

2R B —x) T, — (2, + 1)
=2, L 1— (B —x) 7))

[2b ——!-,—(3—-:1) —1 D]

)
|
T - (1.12)
J

[2b -‘-i+(3—-xa)i+A ]

Wa = —20,[1 — C,.nCy0l. (1.13)
\

Then we write the solution of the problem (1.1 - 1.3), which we call
the A problem, in the form

J(vp) = i (Ga (Tus T) Prn— ’G (6, ) fa (£) dt—Gn (10, V)qe ) COS AN {1.14)
naxy ' T .

To ensure that the Serles (1.14) is the solution of the A prob- /76
lem, it is necessary to prove the convergence of this series, and
after this invoke the theorem of uniqueness of the soluticn for the

type A problem [7].

We shall'prove that the Series (1.14) converges by examining the
Green's function Gn (t, T) and showing its uniform boundedness [7]

with respect to n. Let t < 1, then
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G (t 1-} _ (c“ﬂt-05+'h+ fbn*' ’h) (sz'rb"“h + .r'bn*'fl _
n (Fy 26,11 —C, ,Canl
by by bn
()l = il .I.) — - l4bu y
s i T, (—25, + 1D —B—x)t,
xf—t+ 4, — )
[+t +0—m 1T =]

2, 11—C, .G, .l

3 b,

() ) ()
T — — —
(—2b, +1)=(3—x)71, +

2,11 —Cy ,Cp 0l

1yof ¢ PN 4b, o N
)0 ez )
n 1+ A

-+

2,11 — €y pCynl )

We see from this expression that all the terms in the numerator
are bounded by a single constant which is independent of n and de-
pends only on t,, while the denominator W 1is of order 0 (n), con-

sequently we can state that |Gn{t, )| <Cix) for t £ 1. In the same
way, we can show the uniform boundedness of Ga{ft) with respect to n
for ¢ > v, i.e.,

|Ga {1, %) | < C(xo). (1.15)

Now let us assume that the functions f(r, ) and (%, ¥) have con-
tinuous derivatives of any order; then, as is well known [8], the
following inegualities hold:

a,,{t
Ihin)] < L:'

n

(1.16)

ay s (t)

IRal)| <255 (1.17)

where k is the number of the derlvative with respect to {, respec-

tively, of f and ¢2, and a,x (1) and ap; (r) are continuous functions of

T and depend on the behavior of the derivative of k% order for
f(r.4) and @2(r,¥) with respect to . Since {cos ny} is uniformly
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bounded with respect to n, convergence of the Series (1.14) follows
from the Inequalities (1.15), (1.16), (1.17).

Case a
Let
SR S (1.18)
@— xRS 2@ x| .
Then for

ﬂ-—'.<__no=[;;—?-.| /‘ 75(32—11)]' o ' (1-19)

26 —1
2,1 ( — n )
.Clﬁ-r“ n"’"‘_i.tbn“"f!:.rbn-‘h TH) 3—n at 3—x

T 1— 2, =
-_'(3—11)1',
_ . |
= i TR (3_2,1 _—r.,-l- 1:)—!— Een (T) En (1) +-

+8a @bl + (7 — ) Ban (Dol B (DnD3unld) +

2 (1.20)
+ (55— 7) @n 0 1) + Ba)

where

&t (T)='r:"'-lf'— 1, Eaa(r) = (r.Jt)’b"-‘—- 1,

El.n('l-')‘:' 2:':: v Eea(n) = L

—1.
o 1+ (28, — NI —x)ry

From the ferm of the residual term of the Taylor series in the
Lagrange form [8], we have the following estimates for

;l.l’l) Ez.m ga_n. E‘u:

) ) nHr
|§;.n(f)l<];fllnru[. (1.21)
lEa.n(t)l-.{h::: tn%. ‘ - (1.22)
.I_E:.n(?)léTs_xl , B (1.23)
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2

'g""(t)lé‘-'_ﬁf‘_m' (1
1
h =[0,5R/H ). 1
if’tu>2(3~——xl)l then n,=| Ry ol (
Case b
Let
oK
0L, < L]
TR RE-g) (1
and n > 0. Then
2 %ﬂ—i (
: —_—— 1.
| Cua] = | etin it 3=n ) L@ B— 2 T —
u 2bn~—1 ' ontyt
+1, ’
3""-1.’1

Specifically, for w=0 Cuﬁso_cmr¢vﬂu+1%+% has the following
expansion:

c‘l'n‘t--bm-lh + tb'ri-"fl =T+ TEn (1.'). . (1
We turn to the function C.a* 4 ¢7bah . Let

0.<n <05 RHL
Then,

Cg,p;Tbn+’!'+t_bu+lh= l+ ____A___'_!_‘__i__

+ e (r)[l + i1+
L 2+(3—'1"1)‘+A T

A1
(3‘-‘-.!1) 4
+ A4t

24+Q@—x)

(+A

- x,); : : T :
+ Mo () Men(Y) + A (x) ‘lt.rg.(f) +
2+@—x)

+ Nn (1) My o (1) Mg, (),

T4
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27)
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29)
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where

Just

Taa(®) =720 — 1, mea(e) = (/) — 1,
op —1 Y oop -1
Ny (T) = = 2 ()= | —Dree————
T 1—A i—a |-
243~ x) T_:Tq' To 24(3—x) r_!__A T +1

as above, using the residual term in the Lagrange form for the

Taylor formula, we obtain the following estimates for v a(t), n2 {1},

B (“ 3
N3 w (1)

for

equalities (1.18) or (1.26); then for 0 < n % Ny s where n

s M afT):

ntH?
T>1 l’h.n(‘)lé‘R—;llnfolv

' A -mHYRE
<l l"h.n(")lé_ﬁ-’f ”nt“[,'
2ntHY 1
Iman(91 < .

2n2 2 1—A
| M (1) é—R_“:_.,l / [2+{3-— x) H-_Ato]'

. 2ntf® : t—A -
1M (7] < = 1/ [2+(3—x1)-——

R!

74

(1.31)

(1.32)
(1.33)

(L.34)

{(1.35)

Expanslion of the Green's function. Let Th obey one of the In-

sponds to its own ineguallty, we obtain

where

. ) ' m
Gy (t.7) = Go(tv 1)+ Dy (t- T E":: Cio Cz.u) s,

TG, O () C, i+, (0 T mr'm
D - 1,0 1, 2.0 2,0 1 1.1
n v, + = T, + T +
Fon(Cra 0Ty f () + (€, 71T, 0 T,
F Faalo (b7) + = g L 20, (1),

Tin (1) = (Coat* ' 4 17270 (Cror + 1)

rl.ﬂ (T) = (cl.ﬂt- * + T”'#") ;(Cx.o + r),

Q

corre-

(1.36)

(L.37)

(1.38)

(1.39)
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Fsn=Wuo/Wa—1 = Yn -+ lin & {alte; (1-}40
here t,= 1/2b,— 1, |

Ba = {1 — [Cs0(Gn + Crolin 4 Esnlan) + Cro(Men +
4 Co oMa.n - Naathaa)] W:‘}-‘-
Evaluating |ya|, |us|, as above, we obtain

I Tul --ﬂ;_ QNEH‘:!R2|

IPn[ < f 3,0+ CooMen =+ TonMyn| | E;,-, + € o5n T+ Santea T Cro! + (1.41)
°
_':_'ie:.u + Ciofan T+ Enfenll Conl . (1.42)

LA

As & result of the estimates made above {(1.2. - 1.24); (case a);
(1.31) - (1.35); (1.41); (1.42), we can obtaln the estimate of Di(t,7) »

,Y!hh(ﬂdr and write the solution of problem A in the form
J (5 9) =Jo(x, )+ R (v, ¥ (1.43)
where
Jo (%) = Go(tw O @y —3’ Gy (t, 7 (4 9yt — Go %0 T) 2 (0 ) (1.44)
Ty .

is the solution of the ordinary nonhomogeneous differential equation

P Jovd = —F (1.45)

with the boundary conditions (1.2) and (1.3}, and

R = 3 [T 069 Gute N0t + Gt~

ey 1y .

My

-— Ga (v 7)) ‘Pu} cosnd + ”ER. D (g, T) Prn—

- §. D,. &, D) dt — Dy(ty, 7) qa,,,] cos 1.
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Case b. In this case, O=<<wi=<2H2/R?, we conslder the solution of
problem A only for tw.=0; for other values of Tyys correspondlng to

‘this case, we obtaln the same representation plus Ofrt) -

Let 0<na<n,—~2X; then according to (1.36), we have the follow-
2

L]

ing representation of the Green's function

Ga(t, 7) = ‘—(Cn.nt Pt bn+.h) (Cont bﬂ#h +T-bn+lh) =
_._.1'((3“1'-}- )+ Da(h v, HYR?, Cy 0 Eine Cro) IC; g (1.47)
Lm0
where D,| _ is defined by the Equality (1.37) for values (=0,
1,0
Raame

tn=0. ‘Now we can write the solution of problem A

JW¢F4ﬂﬂ@+RﬁNN%Pf=ihw%¥ﬂﬂ+Rdnw. (1.148)
Eyn=0 .

=0
where

Goe ) = Goll )l oo (5 9147 — ol D, e (o)

is the solution of the following boundary value problem

oy __, o @)
ot ! '
Tl =0, - (1.50)

GJU +3‘-—X1_1— JDI

3 1+ A4 t=-1:.=¢2('_r0'¢)' . (1'51)
(T) = 5 (Golt: ) — o (8, D) g, =] fo(tydt — [Gy{to T) —
— Gy{ta T) ’cm‘.—-n] Teo (T ‘ (1.52)
The estimate of I[R(rn,¥)] is possible if we have an estimate of

(v}, Aecording to the Equality (1.8), fu(r) is represented in the
form

h) =358

'nlm

" : ,
a TV oosnydy for n >0,
J (1.53)



We see from this equality that the representation T(r,¢) 1s necessary
for estimating the function f,(v) .
sented as

/82

—_—

As is known [3], T(r,¢) is repre-

w0

T(r.¢)=0(T)N§wﬂ : (1.5il)

-;}: (Vf’sin'w-b Zi=1)

It was also shown in [3] that T(r,y) can be calculated with high
accuracy from the formula

T{f. tp) - Tb ('P)l

(1.55)

where for
(0<v<3) bty =g(@secy, (1.56)
a=g-(t—siny), g@=2Vae (v, (1.57)

¥a
for

"> bW =205 () —ba—vy).

It 1s well known that the coefficients fn(r) of the Fourler series
for f(i, ) obey the inequality [8]

Ih(r)] < 2240 _t

n k1 "

- (1.58)
where V, 1s the entire change of the k'! derivative of f(r,y) with

respect to ¢ in the interval [0, 7).
series 1s defined by the ineguality

The residual of this Fourler

a v
|Ra(9)] < A2 (1.59)
. n

Examining'vk, we can show that

Ve ag| %) (a 40} (1.60)
where

IR (5,40 | = max| 4 (e, )l
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Ifa(t}] 1s estimated with the aid of Vi(r). In order to obtain the
estimate of V,(y), 1t 1s necessary te study the behavior of fw(t ¥},

which is represented in the form

q

) =-§—Sr (t (M)’“M)e-mm_ {1.61)

ay EYE

6:
Analysis of the vehavior of the function aﬁ(nw) shows that

S‘G(f)df‘ﬂoj‘lf‘uwondr/— 22 . (1.62)

J iy b(z)

_ Let us turn directly to the estimate of |R(r, ¢)|. We estimate the
first sum in the Equality (1.46)

1RI<| S { Gt —Gatt Dha Ot cos ny <

M=y Ty

< 37 §'lG"(t'T)‘Gn(t»f)llfn(f)ldt. {1.63)

A=f, Ty

We note that Ga(4 1), as a function of n, does not change sign

m=51 (1+(3—x1) Fo) !

and that |Ge(t, t|>|Ga(t, )| for fixed t, t for all n. Consequently,
the Inequality (1.63) may be continued

up to

3 Vet a—Geolnolae<

=ty Ty

(1.64)
< 3 V1Gt0lBO1d+ 5 {1600 - 10 [d =
a—n, T,

n=r, Ty

Denoting

Fi(n "u)—S 1£% (fs\P)ldf.

Fylty, 1::) = §. |2 13}) | dr,

A1

a7

.



we can write for Ll

l\
ao
=

L < 2(4 /a5 = 1/n0)
B

T {(Cro + THCooF2 (T, o) - Fi(t, Tl

[(Caot -+ 1}(CyoF) (Tus T) b Fo(Tutd) -

(1.65)
We obtain a similar inequality for the second term of the first sum
of the Equality (1.46)

E {Go (v, 1) — G, (74, 7)) Gn (¥, T) €08 Y ‘ <

£8,|G,{t 1) lg¥h (T .,,qo)l( 1-—’-) (1.66)

where al = 2.

Further examination of the Inequalities (1.65) and (1.66) shows
that the relative error al—-_-;_'i_ of the first sum of Equality (1.46)

Yol

is evaluated by the inequality

dx~€2Ql/2HH‘b(¢), (1.67)
£ Bex)d—a)
—7?1172__39__, and by the inequality
d,e.{d(;]/ZHH‘b(q,) (1.68)
in the remaining cases
lf_or'(l.ls) 2
= (B—x)aH,
for(1.26) 4,
Let us turn to |R,]|.
1R [= 2 Da(ru, Vg — SDn (£, O)fn () dt—D, (%, T), 2.0} cOs 1) (1.69)
fremi T

Using the Inequalitiles (1.58) and (1.60), and also the Representation /85

{1.37) for D> we can obtain the estimate of d2=lﬁﬁ in the form
J
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Hop 2 b ()
£ 3= M 2 '
dy < R(nr:u)( + ey vy -+ )b(n_) (1.70)

where M=max{|Int,), |Inv,]) for the Conditions (1.18), (1.19) (case a)

and for (1.26) (Case b) we obtain the estimate for ¢==r&[ of the form
: 7

dy < 32 (g In T, | + 2) 200 o (1.7

o(5)

where

' Numerical results and conclusions. Setting T=tb(y), we can re-
duce (1.44) to a form convenient for caleulations

A s a 5 3 s ) a
Jumd) = o {c (Coa™ + 17 c05p— —[(CaT+ 1) (CoaSl0.7) +

4 A A A A A a
+S5 0N+ (Cro+ 1) (Ca0S,1 (75 1) + So (7, To)] — (CuoTo +
+ D (Coo + 5 (G0 ), | (1.72)

where

o= TN ol b

f
. —— Sy (T T2,
) F g

Sifv, )=

A
and Wy, Cpp, Cuo Tu(te §) are defined, respectively, by (1.13), (1.12),
(2.17).

Since there is no diffuse radiation downward at the upper edge
of the atmosphere, the radiation leaving the atmosphere is

11(0, ) = 24,(0, 28 (1.73)

The calculation using (1.73) and the estimate of the accuracy for
80°<<¢<90° are shown in the table. The calculations were made for
A=0; x,=0; 1,=10; ta=1; H.JR=10° . "We see from the table that the error
d =4, + d, does not exceed 6% under the conditions selected:
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v, deg I, (y) + 107 S d - 10°
80 178.2 1.3
g2 153.6 1.7
84 119.8 2.0
86 95.2 2.2
88 64.9 3.5
90 40.0 6.0

The Formulas (1.44) and (1.48) obtained above for the average
intensity and the Estimates.(l.67 - 1.71) make it possible to refine
the theory presented in [1 - 3], and at the same time it 1is easier
to cafry out the numerical realization of this theory than in [5].
The Estimates (1.67 - 1.71) also make it possible to compare the
results for (1, ¥) from (1.14) with the results of [3] in a wilde
range of initial values, and conclude that there 1s quite good agree-
ment between the results obtained and the approxlmate solution of the
problem in [3] under the condltions which follow from the estimates
(1.67 - 1.71). '

The results of this study make 1t possible to evaluate the error

introduced by dropping the term gsfz in (1.6) without resorting to
: |

numerical solutions.

2. BScattering of Light in a Spherical Uniform Atmosphere

with Account for the True Absorptlion

In the present section, we propose a problem sclution method
using the Green's function under the same assumptions used in [4].
But the use of this solution, just as the use of the solution of [4],
to describe the scattering of light in a cloudy atmosphere requilres
suitable transformation of the parameters Tgs %q-

Problem formulation. Let R be the radius of the planet, R

1
the radius of the outer edge of the atmosphere. The locatlion of a
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point in the atmosphere is characterized by the spherical coordinates
r and y with Z axls directed from the center of the planet toward the
sun (see figure).

We consider that the planet  is illuminated by

solar rays creating illumination of an area equal to

P

73 perpendicular to the rays. As was shown earlier
(1], in the case when the coefficient of absorption
{attenuation) o = const, the quantity J, which is

the average intensity of diffuse radiation at a Coordinate
given point of the atmosphere, is defined by ‘the system
equation : '
AT I o2 (B
R’5¢’ o (B — ) (2.1)
where.
Bo=(3—h)(1—1), o (2.2)
AS : P .
) 1=+ —=NxleT, | (2.3)
T =a(})/ Ri—rsin*p—rcos ). (2.4)

It 1s obvious that the Expression (2.3) for the quantity f is
valid only for the part of the atmosphere i1lluminated by the Sun.
For tﬁe unilluminated part of the atmosphere, we must consider f = 0.
Introduclng the new independent variable

T=aR—1) (2.5)
we represent {(2.1) in the form

ay , 4 at: (2.6)
+R2al a,p: J f .

The boundary condltlons must be added to (2.6). As was shown
in (2], at the ocuter edge of the atmosphere we have (for t.= Q)

= —=5—J =" xcosp, ‘ - (2.7)
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and at the inner edge (fer r = R, or t = TO)

o 3=, S _2A 3 __ T (o) (2.8)
) ‘cosw[kr,—{—l_’_a(?a Juq)]e :

We note that for ¢>nf2, the second term 1in the right side of
(2.8) vanishes, since 1n this case T(tw, {)==o. Thus, problem B con-
sists of solving (2.6) with the boundary conditions (2.7) and (2.8).

Sclution of problem B. We seek J(r, ¢) in series form

J= i D, (x)cosny. (2.9)

We expand the right sides of (2.6), (2.7), (2.8) into a Fourier
cosine series. As a result of these expansions and the Representa-
tion (2.9), we obtain the foilowing boundary value problem for deter-
mining the coefficients D.(x):

D) — (k2 + i ) Do) = — 1a(0) (2.10)
i) — 3= D)y = (2.11)
D;(:).l_%iii Da(®)] e, = Prm (2.12)

where frn @umn . are the Fourier coefficients, respectively, of f and
the right sides of (2.7) and {(2.8). The Green's function for this
problem has the form

¢

T;“— (al.n exp (— Baf) +

n

hbut |
)

. shft . . .

. x (a&n ﬁ —}-exp(—ﬂnr)) fOI” t\<._‘r.

Ga(tov) = | " , (2.13)
i shf.t
ol AT Few () x
x(al,,.up(—ﬁ,,r)‘—}-ﬁ:“)f‘ort;:sr.
\ n
where
- Bﬂ= k’+-n_,' . '

: - P atR (2.14)
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1 .
a.U'l 3hz'xl.+pu' 1
ﬂn+3.—zMA 1 | [ (2.15).
G = +
3—int—Ashpr,
e:p(ﬂ ,)(chﬁn-r. 2 !+A. : )!J
Wa = —[1 —a, 0ty 0]. ' (2.16)

Then we write the solution of problem B in series form

G0 = 3 a0, — | Galls D) &t (50 ) ) o8, (2.17)

~
fa s
el

The convergence of the Series (2.17) 1s shown just as in Section

l, which, after Invoking the theorem on uniqueness of the solutlon of
problem B [7], permits us to conclude that the Series (2.17) is the
unique solution of problem B.

Expansion of the problem B solution in the small parameter 1/R.

Expansion of the functions

(au.exp (—Bat) + Sh;i 1) (a:.n Sh::’t ﬂuf)) .

We shall examine initially the first funetien. Let

L op (2.18)
then for agn =[aR¥ >

dy nexp (— ﬁ,,t) + sh Bt = ( exp (— ki) +§yir) "

B 3— ?ul-i-k k

+ (GunD + T (r»-"-’%;"i’— + L Gun O+ )+

2=
wnlt ,.———"‘"“”" A O Eine
+ a0 Y- k*+k+ % &()u (2.18%)

From the residual term of the Taylor formula in Lagrange form [8],
we have the following estimates for {fim}:
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[Ba(d ] < 120 (2.19)

2 at*R%k
im
2 aIR%
|§¢.a|<m‘: {2.20)
—
et
'h nt
lg""(t)l‘é”';shkt rrorall (2.21)
JBun| < “,Rk, (2.22)
1
If 0<k=<;’_RT, then
n<n0=[uR(ln2)i]——]. - (2.23)
To
. shp.t
Introducing the notation &a.= Bt —1, Wwe obtain
- shf, ¢ _ 2
ay pexp(— Baf) + B 3 s +t4 .
el len) g F B+ 5 B0 b (2.23%)
In this case, the following estimates for Ein are valid:
1B (] < ié (2.28)
2n
IE""I‘{“aR(a Ax) (2.25)
n{
18 (] < . (2.26)

For the corresponding n, the expansion of the second function
in the small parameter has the form

(EE=LEEINEL
2 A4t k
3—Ax 41— A shhy,
2 144 k)

sh
Gan —-;—"1 +exp(—pu) =

exp (k10 (ch P,

% (1 + Man(%0) + Bon () + B + M (70} (Bsn () + B + :
+ N1 (%) Eor (6) Ban A4 Ban {8 Bun) + €Xp (— 28) (1 + Eun (), (2.27)

where
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»,
1A ahh,,.’_.'__i'lz. _
2 alR% 2 oIRY% +
"""(t“)léa :A HEun (ol i hee 4 3 L A shit /91
2 A+1 ot 1+A &
Lo 8—ix;1=— A shkr N
‘ + 2 l1+A ko(ﬂﬂ(t“} “EanHEaa(td 34 y
R b 3T AN =4 shk
e ]
2
tha # (2.28)
I i
2 atR% . Ll 2 @'R%
x 3:3;7:;4mmﬁdbrhmﬁdﬁ+3_¢hi_A-+1 +
R 2 t+A 2 144
"l ‘u’
2a“Rk
+ Timi—A |§1n(fo)[
2 1+A.
» —_— __1_ 1
If 0k <.,T=§“=" then for n..{no_-[aR(mQ)_‘n]—rl
3=—Ml A-—-1 4t
a’.n Shﬂn' +GXP(—5,J) = 2 A+1 +l x
B, 1+3 Axxi-—
1—A1+4°
% (1 + M (%0) + B () + Mun (o (Ban () + 1 + B (). (2.29)
In this case
n Al 3—hinl—
R _E 2 A 10{1+‘3.’| (101)
el <y Heelrl+ =
2 114 ST
JI
aR
x{ 3= 3 dxl—4a lﬁtu(fo)\-i‘lgln(fo)l"l-
2 144
K - T )
aR aR  cusltol ' (2.30)
_ 1+
+3—1x,1—-A + 3—Ap1—A :
2 t4A 2 144
Expansion of the Green's function.
Let k obey one of the Inequalities (2.18) or (2.23), then for the
corresponding n, the following is valild for t £ T: /92
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hpt\[  shBx
0.,0) =5-{sun €59 (—Po0) & - ) (e T e ()| =

8n Pn
shk )
=-‘—3°-(al_oexp(«— kf) & &:’) X (a.:,., 5y exp(— m))_-l- @31
i
+Dﬂ(tl Tv;}i'al.ﬂv am) T (2-31)
where
' ‘("1.« exp (—k) - i:f) Fyn®)
Du (t, T, a_Rl 3,04 a;.o) = - v - -[-
L)
shikx .
(d"."'k"'_ =+ exp (— h)) r!,n {33 r" 20 r‘z A0 '
v, T = A - + r,.an(f, 1-') -+
Foa0) Ty, ("1.0 exp(— &)+ Sth') N L0 I'a_,,(shTh -+ exp {— k-r))
Wo WG +
+ Dol 0T2a (0 (2.32)
?o
h
Fia()= (a,,: :"' +exp(— ﬁnr)) -—(az.cf" Yt exp(— kt)) : (2.33)
' h B, :
Funt) = (a0 + ) — (s -y + 2,
(2.34)
Ton = 20 |
"= . (2.35)

Here, I, and T; = are found with the aid of {2.18), (2.23) and
]

3

(2.27), (2.29), and P3 n 18 evaluated by means of the lnequality
3

Irl,ulé Ial',ﬂ,,.,l(lﬁmlTL“I;I_H'FI%#HTI;,;;D ) (2.36)

When k=0, Gy, 7)|pmy = l:_ff:[Gq (1) agsol -

As a result of the Expansions (2.31 - 2.35) presented above, we can
write the solution of problem B In the form

1609 = Jo(e, ) + R ), (2.37)

where

Jo(ve ) = Go (0, ) g, — J!Go(fv O F (& ) dt — Gy (vor) s (fm 1) (2.38)
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is the solution of the ordinary differential equation

aJ ' o '
b =K (2.39)

with the boundary conditions (2.7), (2.8), and

£
' L

R = 3 {{10,09= 090 -+ 10050
e, Lo _
— 6, (r.,:)m,.} @9+ 3] [Dnl0, )P | Dalts V(i —

~D, (TOI T) q’:.n] Qosnw. . Cona S ( 2,40 )
If k obeys the Inequality (2.23), then in the Equality (2.38),
Go(t, 1) =G (¢, 1) |a=0- ' o

Let us turn to the estimate of [R{r,¥)].

Estimate of |R(y,y)[- As 1s well known [7], the Fourier cosine
coefficient fn (t) for n > Q for f(t ¢) are represented in the form

10 = 2 {1 yycosnidy.

Using {(2.3), we obtain

238
n 4

O = 238+ (=1 ) [eTeosnydy L (2.41)

In order to evaluate R(g y)» it 1s necessary to evaluate

Mh==TMﬂN& : ‘ (2.42)

It is well known [7] that the Fourier coefficients f_(t) for

£ (t, y) obey the following inequality:
Wi

Ihl<==—5, (2.43)
where Vk is the entire change of the kt gerivative with respect ‘ /94

to ¥ in the interval [0, 7],
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The resldue of the Fourier series is defined by the lnequality

A v
|Ra(t)] <22
ay
Examlning Vk’ we can show

Vall) -4.“0”(':)(" ‘Po(t)[-
where

IR o)} =max| D t, 1.

Hence follows the inequality for [fa]y

Ihh <2 S j' |3 (5. o .

' a
Analysls of the behavior of 3'?':(1’. y) and %(r. ¢} shows that

J106 vl < & fin2Re,
{172 (. wuten 2e < 22,

and aO = 2.

(2.44)

(2.45)

(2.46)

(2.47)

(2.48)

(2.49)

Evaluating the first and second sums in the Equality (2.40)
with the aid of the Inequalities (2.18), (2.23), (2.27), (2.29),

{2.36), we obtain the estimate for the relative error

l"l("l W)I !

In the case when
AT 1
k=]/(I?‘—h..v:,)(l—2\.))»ﬁ and InaRk >4

< _21. InaRk
AR &S (|

where H,=R,—R and
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4 { ammsi-
. ' : R
1 n
S{p) = T dhe | — Y=,
| ) aje dh—' =3 2 (2.52)
. l j‘ e iraiRehjcos(x—e 1T (h R -1 4 tb}““
L ]
and 1n the case when 0{!@4—2— and ln((ln?)-—-)>4 »
teas . .
2Rt
. In[ ]n2] :
dg B LM} (2.53)

R 25(¢)

The Formulas (2.17) and (2.37) obtained above for the average
intensity, and the Estimates (2.51), {(2.53) permit refining the
theory presented in {1.2], and at the same time permit simplifying
its numerical reallzation. For example, setting £=0,1: a=1: R=6000 km;
H.=10 km, we obtain from the Inequality (2.53) for 0P<<y89°, the
relative error: H

1

ém- (2.54)

“ Assuming that k satisfied the Inequality (2.23), we find from
the Inequality (2.53) that for 0°<y<89°,

_t ' (2.55)
120cos ¢

It follows from the Inequallties (2.54 - 2.55) that in the. in-
terval (°<p<<89¢ , the solutlon of the problem (2.17) can be re-
placed wilth good accuracy by an expression (2.38) of simpler form,
which can be transformed as follows:

J(n ) = E‘g; Q10 [ﬂs.ﬂ glki' + exp(— k‘l.'] %COS'{’—L—:- b

X8+ —A)ei[{an0 =T + exp (— 1) (0105000, ¥+ S,.0. ) +

+ (au exp {— kv +- d—;i‘) (8,65, (v, 7o) + So (= "'o]]—

Sh:t )‘Fa (Tor "P)}-

= (e 27 e 2 (= ) (anaexp (— ) +
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where

~
o

L]
So('h Tl) = j‘ g"“g-ﬂﬁ\l‘ dt = (e—t.(t+scc\b) -—-B"‘{hwcw)f(k + Sﬁ(:ll)),
. i

e
Si(n, ¥ :) - S'sh :t vy dr = [( g TR __ a--_if,(sef!l:—k)) x

T

x(secp— k)1 — Tt gmTatsect by (cec p + k)71 - 2;
for k = 0, Jy(v,¢) is obtained from (2.38) by passage to the limit,
which leads to replacement of % by t, exp(—kt) by 1, ch &y by 1, and

Si{xy, r2) by

~Tsech ~Tysech
Ty — -1
1 2€ I

S: (fl. ‘l.';) =

pops v Siy (7 )

In the range 80°<¢<<89° , the error of Ji(v, p)increases correspondingly
from 10 to 100%.

»

3. Spherical Multilayer Atmospheric¢c Model

In the preceding sections, we obtained the approximate formulas
for the average intensity in the cases of nonhomogeneous atmosphere
with exponentlal variation of the attenuatlion coefficlent and homo-
geheous atmosphere with account for the true absorptlion. Now let
us examine the model of a spherical multlilayer atmosphere,

th

As noted previously, in this model each 1 layer is represented

by the parameters o« Xi(y), ai{h), .

It 1is well known [1] that to find J(r, 6, 9. ¢) , it 1s sufficient
to determine the average intensity J(v, $) and its derlvatives J(s, ¢)
and /4(tr.9). Therefore, the problem reduces to finding the equations
defining Jm %) and solving these equations.

It is Interesting to examine two possible models, in one of
which there is a thin gaseous layer above, and we can consider forward
scattering to be single only, neglecting scattering of higher orders;
in the second model, a gaseous or cloud layer of sensible optical

110



thickness begins above.. Mathematlecally, the two cases can be
described as follows:

2(3-:1)::::10,<1,'_ (3.1)

.2(3—x,_):::fn,'.>l. (3.2)

‘Assume the Inequality (3.1) is satisfied, then as noted pre- -
viously we consider single forward scattering

= - § Y _ e
f'o qhﬁ——————_—_____

[for V= B—Ta—f’)((;) + nS cos e T,

Tetw vt 9=

where Y 1s the angle between the direction of the (solar) radiation
incident on the given volume and the direction of the radiation
scattered by this volume,

We denocte
1 X n
L, \P)fgj d‘l’j.ff-'{'r.lb, 8, ¢)sinfds, (3.4)
A ) ‘E
l _ E_(‘Ol- ¢)
At ¥) = Ey F (o1, 9}’ ' (3.5}

where E1 £ is the forward light flux, opposite the direction of the

radius vector to the point (wn, ¢), referred to the elementary area,
E1 b is the backward light flux (along the direction of the radius

vector).

Using the well-known Eddington relation, we can rewrite (3. 5),
on the one hand, in the form '

Iy (10,11 )]
ll (To‘p ¢) + Se-'o'lbh” QoS ¥ ’ ( 3 J 6 )

Ao ¥) =

where I, is the averaged intensity of the backward scattered radia-
-tion; on the other hand

__b(tﬂ 1" ‘P) — Elf (10.1' ¢) - En (ta,p 'P)

Alry, ¥) =
{Tos ¥ E (%, 9) Ez (10 )

L] (3.7)
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Here, Ea(to, ) 18 the light flux absorbed by the subsequent layers,
calculated from the formula

Ealton @) = (1— A(tan ¥)) E5{tom ) + Ey a('fe.n '«P)- (3. 3.)‘
Eta.ﬁmm¢ﬂiﬁ the light flux absorbed wilithin the second layer 1n the
presence of the true absorptlon (A1),

Et a(T.. i ‘P) = Ef (Tp_n 'lP)l— E’f (fﬂ. Iy ‘p)h-

(3.9)
Ep (To., ¥) 18 expressed in terms of }(nmwn as follows:
B, (oie 9= 2 (50 - S0 "
FRAL L 2 1{%o,0, 0. + Se cos ) =
n 27 {5 1o Wy +Se "0 Weos (3.10)
1+AG W) ’
Then
_ 2n{s (T W —J {75, B)) - -0
B, (font)= ot for A= I B, (fon¥)=0. (3.11)
By virtue of (3.8), (3.10), (3.11), the Expression (3.7) takes
the form
U+ ATy B (g0, 0+ Se ™0 0 Pegg gy
A (fo.h '¢) =1— x ﬂ -4 {ro.p )+ 2-(1'! (:(o"b;+1- w)l -7 (‘Q.Hp ")L)
(27 (x5 )+ ST cos vl + AT $))
x@=l oy n—1 A= A] T (3.12)

Here, J{tuwu V) 15 defined 1in terms of J(x.¢) and the boundary con-
ditions for ¥ =1tum, i.¢., in terms of the solution of the boundary
value problem for the Equatlons (1.1) or (2.1). Thus, for 1 =1

(v, ¥) I"‘m =J (T, §) = %(’1 (Toar ¥} + 12 (%o, $)} =

= S WL+ AlTos D)+ ATan 9 S cosy] (3.13)

and

A L 3=hna A=Al P
6t+ 2 !-l—ﬂ['t.'#‘)"r

L_m =

ity ¥ X1 Afr,,.¥) 3—Ax
) t 11 + 02" 1.4 - )
mmb( 4 1+ A(T, ¥ 2 ) Ps (o0 P). (3.14)
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Solving in place of (1l.1) the Equation (1.45), or in place of
{2.1) the Equation (2.39) with the same boundary conditions, we cbh-

‘taln the expression for J(w,, %) in terms of J{ns,y) 1in the form

5
Toiv1-Yol

I (ot B = K (Toun) (J (Tp.l- 4)— ) j Kq(r) f{x)dt —

- L]

== K3 (Yo,01) P2 (_1’n.lm‘ ‘P)) ’ {3.15)

(14 thk (v, — T ) exp [— k{Ty 10— T, )
(38— 2x) (1 — A (vy 11y0 O} sHRLTy 0y — Ty )]
2chk(ty g — T 01 3 ATy ¥N #
fori=1,
Ky (Topu1)= 1 - . . (3.16)
3—x 1—AlL, %)

T TracL, (oo = o)
{ foria=1
sh Rty 1
— - X 1
Kalos) ={ % for A+ (3.17) .
’ 1,_[.", f:Q,I,‘ l = 1-

The corrections for the resulting approximation can be obtalned using
the estimation method presented in Sectlons 1 and. 2.

The solution of (3.12) using (3.15) ylelds the éxpression
for A (Tolh ‘p) 3

. Tes=Tea . v
CA PYOREE I Kg(‘l.']f(t)dt+2K,(-r._’)¢!(t°."w).

o
AT §) = — : ' QQ' -

Std"’“ﬂ cos  + f1 {7y ) (Ki (T 0h '_‘Kl(r"-’ W+
hIT il 8

o f K@) T+ (Kt ) = Kaltag hh§
. 8 : . . . . .
_ Q : (3.18
& ot )
“{1—A . -
where Q=K o)Al ¥ o (ten) + 5 Posy, Q=

14+ A
o= 14 Q + Ky (Togh — Ky (Toah
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Thus, We can calculate

~%e. I“"

J{Ten $) = % 17, (Toas ¥) + A (Tors ) 1 (Tes )+ Se o8 . . (3.19)

Making the change of variables f=y,—v , W€ solve the following
boundary value problem for J(x,4) in the upper layer:

a Jex
31"+'T£JL-:."-£?'NW' ' (3.21)
D ey = (S0 ) (3.22)

The solution of this problem has the form

Tt 9) = Cast + DI 0.9 + Cut + D F {emewar

.L-d';g

LT

_..tS (C'.J + ‘[)e—r(f ¥ di ___le cOSIP‘(Cg.QT.'1+ I)' ( 3. 23)

where c"'=_—1—;%{_ and the average intensity lL(vw,¢) of the outgoing
g
radiation 1is
3s Tt $)
27 (0, ¥) 2 {10 () e™™

A+ 14+2%,
Introducing the new unknown

Y=l A% AL+ A(Ve . O (3.25)

we solve (3.12) for y,

= Gla) + & 0 D M, () + Pig) + Cplo) (1 + nw (3.26)
M (4 )+ P+ dy (L + myg)
y ‘ = avey — l | ]
where ) sur == " )
Mylgny) = T 0t~ o)

P Nkl Y0

(3.27)
Yo,4~%g, -1 ’
x (J (“c.i—ln \P)—‘ S Ks (1)’(1) dt, + ;';_s_ K' (To.l)ems w*‘lo.luﬂ'
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M"l (yl-g}:-f_ P{-[yf—l. .
Thmag, oo t=h | (3.28)

I (Vo) =

and J(r.,,xp) is defined by 3. 19) .

1+thk(v, ,,— 7,0

L a = . —
VR §Gina) = G ‘M‘o.ln"'o.i)(i + J—Any,,  the(r,, —7T } (3.29)
. : 2 k
& (fia) = K (To. 1 )i— Ky {vo, 0 =_; ‘ I—x, ! 7 —_
B +"T Fie1 (P 001 — %0,0)
AT _ tth(r,—T) e (3.30)
— th & — ’
STl ( 1+ 3 23-31 Yror (toj(+; 100) ) o |
=S gy (3.31)
L PR ; L oo
‘l-i-!hk(t —T } ¢, ToddtP) (3.32)
P=— K‘ (‘t,.t) *“o g:‘:o.‘,l‘: =2 Se (3‘ Axy) cos t
L 3—11': “"k('o.:‘—‘;z—x] |
AL = ; (3.33)
- it B ”iu_ S By .
Ao A=l 2 L (Yot —Tou-1) -

A X3 il WS
Ci{yi) = [— " j' Ks(v) f(x) d‘_'j' + Ka (%o,101) 93 (Vo. 1020 ‘P)] x

xaulin) + 5 N Veosp 4

Tole1=%e,i "
+ [ (ke —= — — Ka(hx
1+ —'i'— -"’h:. (‘c.lu =T, '

1

LHthk(ty = T,)) )
x ) X

3 —Ax thi(r, 4 — T}
exp [# (ot — tu.l" (i + 2 : Yin : ;

xf('l‘.'}dt +(K1(Tni+lh ‘ '73__ A L ‘ -

1+—2—'!l|+1("oi+: = To,0) .
o

. t4thb(r,,,— T,
_Kg (fo,lﬂ)i\. 242 % ) ))X

l('o.m-te ’"(i +3 h'y,ﬂ AN
.k

ET Yy AR "«P)- o : - ‘ (3. 34)

SEATTRPE
RO

115



In the general case, it is quite difficult to solve (3.26)
purely analytically; however, for n = 3 the system becomes essen-
tially a second-degree equation whose solutlion, when discarding the
extranecus root, 1s represented in the form

: M!'i'.dl"'[ul +13) Py — cyig

o= E YOG =R Py — e A G F P s T et C (3.35)
: , By 3P
In the case when
Mg 1 dy— (0, + 1} Py — 63713 2> 4 (dy 1y + Pa) (84 + L)) Mg + C), (3.36)

which 1s posslble for Ty 5 2> 0.8, we can use the formula

@+ )My 46
Myt da~—(as + e} —csmy (3.37)

1=

For T >> 3, this formula yields

0.2
Yo = 8y (Ygup) * 1r (Fgup) (3.38)

Thus, substituting Yo into (3.25), we obtaln the value of

A2 (10_2’ ¢). The System (3.25) 1s alsc easlly solved when n > 3 and

Ty.0 > 3. In this case, the System (3.25) can be replaced with a

high degree of accuracy by a recurrent system of the type

¥ =@ (o) + b (o),
= (3.39)
Yo ysur£=2. vy t—1,
whose solutlon 1s obtalned by sequentlal substitution of Yo = Ygur

into the equation fOr Yeus-s grs and up to 1 = 2. Substituting y,

into (3.25), we obtaln the value for A{r.) .

"~
[
L)
LA

Now let (3.2) be satlsfled; then we can no longer restrict our-
selves to only single forward scattering. Therefore, in order to
find J{x,v) 1n the upper layer, it is necessary to solve the boundary
value problem (1.1), (1.2), (1.3) or (2.6), (2.7}, (2.8). In this
case, the determination of A(nhgwj 1s accomplished 1n the same way,
using the System (3.26) and the Formula (3.25) with the sole differ-
ence that the system includes the equation for 1 = 1, and the

|
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. . S : ¥
following expressions for My, Py, m; are valid

x LT -

T T 00 o,
1 _ (3 —x) Se To ‘:QSW(“LoT'n.:.) fork=1,
R _ ., sh kT,
F&T‘Gfkm&ﬁﬂlm?(%ﬁmH“jﬂli+mmJ
. - ~“ - P PRl
L For A1 (3.0
: T [ B _
AN T,,,-l—lfox‘?w—l.
(3.41)
M= {3 s Mk, e ' B
— ] = — for A=l
l S ‘( '4—k)chkq%
1 4 th Ay, —’“o,l._"'h‘h. xS
M= e""'uo‘ [(ame _ k“ )meStb T
tn shhx
+5 iy 0% 4 —"‘) f(rydr— (al.oe-"m + ""‘““‘kn'l) X (3.42)

x (Se"'n.t"N‘Ll"_" cosP + s,""'n.t“‘)(a‘_- Ax) cos b ) ] x
4

After finding all the Af(xy, ¢), We' can calculate J{r, ¢) beginning
with the first layer through the entire depth of the atmosphere.
For the first layer in the case of Inequality (3.1), J/(x,¢) 1s cal-
culated using (3.23), and in the case of Inequality (3.2) — using
(1.72), (2.38). For the succeeding layers, we solve problems of the
type (3.13), (3.14), for (1.45) or (2.39) we obtain the solutilon in
the form (3.15). To evaluate the error of the resulting values of
J(v, ¥) we determine the corrections with the aid of the Inequalities

Actually, to obtain the solution of (3.26) analytically, condition
. 3 >> 3 1s satisfied and condition 9.2 >> when (3.2) 1s satis-

fied. For this case, the System (3. 26) with n = 2 (two~layer model)

becomes a quadratic equatlon, and its solutilon 1s described in a form

analogous- to (3.35).
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(1.68), (1.70), (2.51), (2.53). Then using the formulas presented
in [1], with the aid of J, Jw, JT, we calculate the angular and

spatial intensity distrilbutilons 18, ¢, %, 7).

Conclusion

Let us examine the three-layer spherical atmospheric model when
the upper layer is a quite thin gaseous shell with (t,, g 0.03), the

second layer consists of dense cloud formatlons ATcl = 2 6,

To2 ~ To1
Az = 1, the third layer consists of a gas with A3 = 1 and optical

thickness of the layer 103 = Ty > 1.

It follows from (3.18) that the light flux Eut leaving the

planetary atmosphere along the direction of the radius vector is
found from the formula

Egyy = nSos|l— = Asph)(l—!-%wsw)]; (3.43)

The albedo Ag of the gaseous sublayer 1s found from the formula,

which follows from (3.38),

-

A = A,:I—._.._.__.......!.—.....
& 2 av b
4 77:355&

(3.44)

The formula for the cloud layer optlcal thickness, derived with the
ald of (3.10), (3.15), (3.18), has the form

4 1 t
I — [_ — ] (3.45)
cl ?’;hcli Isp T—4,
where Asp is the spherical albedo, and is found from the results of

planetary observatlons.

The light flux beneath the clouds. 1s calculated using the fol-
lowing formula, also derived with the aid of (3.10), (3.15), (3.18),
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Ebel cl EﬂSCOS'q; (l+ ‘2'009¢) —i:%. (3.46)
AP 2 A e

It follows from (3.10) that the average intensity J ., ., =2

below the clouds 1s

144
Jpel ¢1 = E

3 bel el (¥)° (3.47)

id
n

Hence, using (3.15) and (3.10), we obtain the planetary surface il-

lumination level Eto pl sur

t

(¥) Ry guny m—
bel ¢l 1o DT AT
S A

1+A,

(1 + Ag)E

E () (3.48)

to pl sur

and the light flux from the planet in the direction of the radius
vector
Efr pl sur (v) = Eto sur (v). {3.49)
The possibility of using this meodel in the visible part of the
spectrum for the Venus atmosphere is Justified in [9]. A calculation
is also made of the optical thickness ATg = T03 - Tgo of the gaseous

sublayer for various wavelengths. In this connection, it is inter-
esting to calculate on the basis of planetary observations the light

flux leaving the Venus-étmosphere by radiation E {(¢) as a function

out

of the Sun angle {, the light flux E (¥) beneath the clouds in

bel cl
the direction oppesite the radius vector, the l1liumlination level
Eto pl sur at the surface of the planet, the light flux Efr pl sur ()

from the planet, and the optical thickness At _. of the cloud

cl
formations.
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ITS CLOUDS AND SURFACE

Yu. L. Biryukov, A. S. Fanfilov, and
L., G. Titarchuk

Estimate of cloud layer albedo and cloud cover optical thick- /106

—————

ness, We shall use the dependence of the pressure P, temperature T,
and density p on the height h from [1, 2], and also the dependence
of the Venusian spherical albedo Asph on wavelength * (curve 1 in

Figure 1) obtained by Irvine from Earth observations [3].

We calculate the spherical albedo wavelength dependence A (A)

aph
under the assumption of absence of any aerosol compeonent. For this,
we use the expression for the light fiux leaving the atmosphere

By (V) [41:

Eoyg (9= nSacost (1— S heosy) fil +0), (1)

where

PYR— ;
_ 4+ A4+ =/;Aré:,j&

¢ 1s the Sun's zenith dlstance; A is the albedo of the planet surface;

0
EsA

molecular scattering; nSA is the spectral solar constant for the

()

At 1s the total optical thickness of the atmosphere for Rayleigh

planet. The corollary of (1) is the formula for Asph

- ’ S . :3 - . -
Asph (A) l“{((l—A]'-l-?Atg")-l' | (2)

Let us determine the basic data necessary for calculating
Asph (A). At the present time, no data are available on the Venus

surface albedo 1n the visible and IR panrts of the spectrum;
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Therefore, for the analysis we shall use the known data on the
albedo of terrestrial and lunar rocks. Following [5], [6], we take
Amax = 0,4 Ann = 0,02; A=102.

By definition,

AtO -"‘c K)dh (
g,)\ "j k() l 3)
[ ]

where h is fhe helght; H 1s the height of the upper edge of the

6. (h) is the Raylelgh scattering coefficient; Arg A 1s expressed in

»

terms of the scale helght H,
0, _
At A =aH, (4)
By -
where
0 = 327 (n — IY(BN'AY),

where n 1is the coefficlent of refraction of the medium; N' is the
number of scattering particles per unit volume, equal to N'=(Np)/u;

N = 6.023 - 1023 is the Avogadro number; p is the density of the
gas; u 1s the molecular weight of the gas.

The refractivity n of the medium as a function of T and P is
a=1+4p%. : (5)
For the Venusian atmosphere the constant B = 0.13 deg/atm,

The scale height is found from the formula Hy, = (kT)/ug, where

k = 1.38 -‘10'16 erg/deg is the Boltzmann constant; g 1s the gravity

force acceleration. As a result, we obtaln the following expres-

silon for ATO
g5
0 3203 (BR) &
A = SRR R
Tg,A 3NpMgT (6)

122

~
.._l
o
-1

|



WU W WAL S
Figure 1. Spherical | Figure 2. Self-radiation
albedo Asph of Venus vs. of plangt surface vs.

wavelength : wavelength

In calculating ATg \> We assumed that the Vénusiah.atmosphere
3

consists entirely of carbon dioxide, and the atmospheric pafameters
were, taken from [2]. '

Taking the surface albedo & = 0.2 and using (6), we obtain from

(2) the values of & (A). The resu;tsnpf_ATo

sph-~ and A (A) cal-

Z,A sph
culations are‘éhown, respectively; in Table 1 and as éurve 2 in
Figure 1. We see from the figure that significant absorption is
poséible in the wavelength region shorter than 0.6 mierons.

TABLE 1. SPHERICAL ALBEDO AND RAYLEIGH
OPTICAL THICKNESS*®

o - !
[+]

A, wlAt .5 | A A
: g ‘sph .sph A, U ATgA,- sph _Asph

2120 | o090 |o099| 0,700 |

0,300 7,06 0,85 | 0,923
0 400 67,0 0,99 |o9:2| 0,500 | 515 0710 | 0,903
0,500 21,4 0,954 | 0965 | 0,900 2,5 0,686 | 0,595
0,628 1:4 © 0,560 | 08ss

11,2 0,85 | 0,938 | 1,06 4 '

4 L
Commas represent decimal points.

Observations of Venus from the Earth indicate the existence of
dark'details in the upper layers of i1ts atmosphere which are noted
only when using 1ight‘filterq which do not pass radiation longer
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than 0.6 microns. This 1s additional indirect confirmation of the
existence of absorptlon in the shortwave region.

_ In the wavelength region longer than 0.6 microns, the observed
spherical albedo is hlgher than the pure gaseous value. If we
assume the scattering of light in the wavelength region longer than
0.6 mierons to be conservative, then we can evaluate the albedo of
the cloud layer which leads to excess of the observed spherlcal al-

' bedo above the purely gaseous value. On the basis of [4], we have
the following expression for ealeulating the cloud layer albedo:

-1

. _ 1 3,0 __1
A, =1 ( Mg l—A) (7)

The c¢alculation of Acl using (7) with underlying albedo surface

A =0 — 0.4 shows that the former is practically constant over the
entire wavelength range from 0.62 to 1.06 microns, and equal to
0.87 - 0.88. This value is the lower estimate of the cloud layer
albedo, silnce we assumed no notlceable absorption. Assuming that
the constancy of the c¢loud layer albedo as a functlon of wavelength
is determined by the large size of the partlicles constituting the
cloud, on the basis of [4] we can calculate the cloud layer optlecal
thickness Arcl. These calculatlons lead to a value on the order of

60. On the other hand, assuming Acl constant and equal to 0.87 and
A =0.2, we can calculate the spherical albedo for different wave-

lengths

3.0 1 At
=== _— o —
Asp:)\- [‘ A'l'g"\"" 1TA'Cl+i"A]

The calculation data, shown by the triangles in Figure 1, for A >
0.6 ¢ agree well with the experimental values (curve 1). The cloud
optical thlckness wvalue ATcl U 60 also agrees well with the esti-

mates presented in [B] for the model with minimum H20 concentration.
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Egtimate of planetary surface self-radiation influence. We

shall calculate the self-radiation of the planet surface in the
wavelength region examined above in order to determine the longwave
limit of the imaging spectral pand. The absolute energy distribu-
is the

tion obtained from the formula I, = = BA (Tn), where I

A A
monochromatic intensity; ey is the radiation ceefficient; BA (Tn) is

the radiation intensity of a blackbody with temperature Tn'

Assuming the Venus surface to be a blackbody, 1l.e., €y ~ 1,

and writing BA (Tn) in acecordance with the Planck law, we obtain

L= (G =), | (8)
wh - - 8 . = l " - 2 4 . — . .
ere C; = 1.18 - 10° W * ster m " w3 G, = 14,350 w deg;
T = 768° K. The results of the planet surface self-radiation calcu-

n
lation using (8) are shown in Figure 2. The maximum monochromatic
intensity corresponds to the wavelength Amax’ which 1is determined

from the Wien displacement law Amax Tn = 2880 u + deg: hence,

Apax = 375 u.
- Thus, 1f we select the longwave 1limit of the imapging spectral

range equal to one mlcron, the planet surface background self-

fédiation will be practically eliminated. We have noted above that

the ‘experimental data indicate the possibllity of significant radia-

tion absorption in the Venus atmosphere for A < 0.6 u. Therefore,

" in the following calculations, we consider the spectral region

0.6 = 1 yu.

lEstimate of light flux distribution as function of atmospheric
helght. Since the values obtained for the wavelength dependencé of
cloud layer albedo and optlcal thickness are quilte realistic, there
is no basis to assume significant absorption in the subject range,
at least not in the upper layers of the atmosphere. In order to
obtain in the absence of absorption the lower estimate of the 1llu-
mination below some level above the planet surface, it is necessary
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to assume that the main mass of the aerosol component is located
above this level. For the specific calculafions, we took as an
example the level corresponding to.a pressure of 0.56 atm, located
at a height of 57 km above the surface of the planet [a23.

The formula for the light flux incldent from the upper heml-
sphere on an elementary area perpendicular to the radius vector at
a given point (¥, h) has the form
1 - AsphlA

)
— A h
1 g (h)

: Ein(h_‘¢)=%:t$,,<.:0§tp(l+ -g-oosq;) (?)

and the expression for Ag A {h) is found as follows:
>
SN - " _

A h) =1l —|—-34+2 AT | 10

g,A ?,) ! [L—A4-4 g,k()] (10)
where ATg l(h) is the optical thickness of the layer of height

L
measured from the surface of the planet. The values of Asph y are
|

taken from the data of Irvine (curve 1 in Figure 1).

The calculations of illumination distribution as a funetion of
height were made for four sun positions ¢ = 0°, 30°, 60°, 89° for
A =0.6 p; 0.7 u; 0.8 u; 0.9 ¢ (Filgure 3a - 4). The'integral bright-
ness below the elouds (h = 57 km, P = 0.56 atm) in the wavelength

range from 0.6 to 1.06 u for ¥ = 0 is on the order of 400 W/me.

These results depend on the accuracy of the determination of

A and A . Change of the surface pressure by 15 - 20% has rela-
3ph EyA R
tively little influence on the determination of ATcl and the 11lumina-
tion below the clouds. However, increase of Asph 5 by 3% leads to
b ]

doubling of ATCl and, therefore, to two-fold reduction of the illu-

mination below the clouds.
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Upper estimate of the observed contrasts. Since the Venus

cloud formatlons may have breaks, 1t 1s interesting frbm the view—
point of photographlc possibilities to estimate the contrasts which
oceur in this case. In order to obtain an upper estimate-qf such
contrasts, we must also assume that the major portion of the aerosol
component 1s in the upper parts of the atmosphere. However, 1f the
c¢louds are stratified to a significant degree, the observed con-
trasts may be significantly lower.

Since for a gaseous layer the scattering indicatrix is nearly
spherical, we can consider the edge of the gaseous layer to be an
orthotropic surface., TFor simplicity, we take the edge of the cloud
layer to be orthotropic. Then the contrasts, when viewing clouds
from above, can be calculated from the formula [4]

- . 1 Il ) !
R P Ty L) e ey

12 3,0 2 sph,A 2
1-—A+2M§§-’_‘ | s 1+2cos¢ |

L]

1
—3z0- Asph,?\)]' (11)

TABLE 2. CONTRASTS WHEN VIEWING CLOUDS
FROM ABOVE #

‘3
AU -

H e | s | owe | s | e
0,626 0,061 0,034 0,042 0,030 0,024
0,700 0,104 0,032 0,070 0,050 0,040
0.500 | 0.200 | 0,82 | 0,133 | 0,08 | 0,076
0,900 0,204 0,269 0,197 0,137 0,110

#Commas represent decimal points.

We see from Table 2 that the contrasts K (y) above the clouds /111
decrease with increase of V.

The contrasts determined using (11} are an average of the con-
trasts observed for zenith angles ¢. The contrasts K will actually
depend on §. Specifically, near the reflecting indicatrix peaks
they will be higher than the contrasts shown in Table 2.



Estimates of surface optical parameters. The brightness char-
acteristics of the surface in the seleéted’spectral band (0.6 - 1 u)
are determined by surface 1llumlnation and reflectivity. Since
nothing is known of the Venus surface albedo wavelength dependence,
we shall assume the reflected radlation spectrum to be analogous to
the Incoming radiation spectrum., The surface reflectivity is char-

acterized by the brightness coefficient r=rf(i, e, ¢}, Where ry is a

constant which determines the absolute value of the reflectivity;
f(i, e, p) is a2 function defining the relative reflectivity change as a
function of the angles of incidence, i reflection e, and the differ-
ernce ¢ of the azimgths of the incldent and reflected rays.

Because of the large optical thickness of the Venus atmosphere,
the illumination of its surface is accomplished entirely by scat-
tered radiation. The radiatlon intensity at large optical depths is
independent of aximuth, but is & function of the zenith distance
# [9];

0 -
I (Bt + A'rg’)\, 8, ¢) = So (8, y)cos §. (12)

The sky brightness coefflclent E(ﬁ.w) 1s written as

(!+§:mv) [(1—A)(i +%coso)+2.«l]

- 0
—X _ —
4+08-X) (AT 3 + arcl) {1 A)

a () = (13)

where Ki is the séattering indicatrix parameter averaged over the

-entlre thickness of the atmosphere. Therefore, the surface bright-
ness 1s independent of azimuth. For an orthotropic surface, the
brightness coefficient r is written in terms of the plane albedo A
[5) r=ry=A/n , and the surface brightness 1s defined in terms of
its 1llumination B=rf=(A/m)E. Since no data are available on ab-
sorption in the Venus atmosphere, we shall determine the upper 1llu-
mination 1limit. 1In the pure scattering case, the surface illumina-

tion 1s determined by (9) for A ' equai to the surface albedo.

g,
Figure 4a shows the dependence of the monochromatic surface
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Figure 3. Illumination as function of altitude
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Figure 4. Monochromatic and integral illumination
of planet surface

1llumination Ek as a function of wavelength for different values of

the surface albedo A and the sun éenithkdistance ¥ -~ B0°. Figure Ub
shows the analogous relation for varlous values of sun zenlith dis-
tance ¢ and the surface albedo A = 0.1. Flgure UYc shows the
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monochromatic illumination E, for wvarlous wavelengths -and the in-
tegral illumination EE versus the surface élbedbfA for the sun

zenith distance ¢ = 80°. Pigure 4d shows the same quantities as
functions of sun zenlth distance ¢ for the surface albedo A = 0.1.

Figure le shows the integral surface i1llumination (E W/m2 for

nkt?
various surface albedo values.

Usually, in the case of directional illumination, the presence
of surface irregularities leads to the appearance of shadows and,
therefore, contrasts. Since direct solar radiation does not reach
the surface of Venus and it is 1llumlnated by secattered radlation,
there are no shadows on its surface. However, contrasts may still
exist because of surface irregularities. The reason for this 1s the
fact that surfaces with different slopes are illuminated by radia-
tion fluxes enclosed in different solid angles and arriving from
different parts of the sky, which affects the spatial distribution
of the brigh%ness of these surfaces. Let us consider the case when
the elementary areas are orthotropic. Then the expression for the
contrast can be written as follows:

Bpay = Binin - Emax Emln.

K=
Let us find the illumination of the elementary areas A, B, C (Pig-

ure 5a) in the immediate vieinity of their intersection. The 1llu-
minatlon in the elementary area 13 written as

Eéj!&&&m.

where I is the radlatlion intensity and w is the solid angle, JIn a
polar coordinate system with Z- -axls directed along the normal to

the elementary surface, the sclld angle element 1is equal to
do = = sin_ ﬂdﬁdcp ‘

Then the 1llumination of the horizontal elementary ares

i!v

tr.
b
s

lcosusmde (14)

.g_,...’q:,j
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Figure 5. Contrast between areas A and B vs,.
' area slope: . : .

a — schematic for calculating surface contrasts;
b — contrast between areas vs. B; ¢ — 1influence
of reflection indicatrix on the
contrasts

The radiation intensgity at the surface is defined by (12). In
the expression (13), for g(#, ¢) we introduce the following notations:

o= —etIREY .yl A c=%(l A (15)
HE-XU—A@dgTHaT, |
>

Then, o(®, ¥)=a(d+ccosv). Using (12), (14 - 15), we obtain the 1llu-
mination of the elementary A (Figure 5a)

1 ] . .
B‘_-.f d¢j3m¢a(6+cmsﬂ)msﬂsinﬂd0 = 2nS cns e, (16)
IR | ' '

The expressions for the illuminations of the elementary areas
C and D can be obtained similarly. Neglecting mutual exposure be-
tween these elementary areas, we have

B = mscosga| 3 b(1+cosf) + Le(x—B+sinpoosh)],
| . ‘ : o (17)
E, ==ﬂseosw{%b(l + cosp) + %c!sinﬂ +(n—B) oosm}-
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Using (15 - 17), we obtain the expression for the contrast between
areas A and B as a functlon of the slope B %f area B

E,—Ep

Kan= 1——(1 +A)(l +°°~'-ﬂ)—

g A
— %'(l — A)[sinp 4+ (x —.Il)oos ﬁl.

"This relation is shown graphically for the surface albedos A = 0;
0.1; 0.2 1in Fibure 5b. A simllar relation can be obtained for the
contrast-betwgen areas B and C.

In the case!of nonorthotropic elementary aréas, the surface re-
flection indicatrix will also influence the spatial distribution of
the surface brightness. This is 1llustrated graphicélly in Pigure
5c¢c, whlch shows the brightness distrlbutlon of tonSpecular surfaces:
horizontal and inclined. ‘

Estimate of contrast decrease with altitude. The maximum sur-
face lmaging altitude will be determined by the acceptable decrease
of surface contrast wlth increasing height above the surface. There-

fore, we need to ¢btailn the dependenée of the contrast decrease on
altitude for various wavelengths. The contrast at the helght h can
be expressed in terms of the surface brightness By, the brightness

B, of the scattered radlation in the gas layer between the surface

and the 1maging-camera, and the optiecal thickness At of this layer
as follows: '

-AT. AT
K = Bs max © “Bsmin® .

=81 -
BS max € + BSC

Then the contrast decrease at height h, in comparisdn with the con-
trast KO at the surface is written as
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Accounting for the surface brightness Bge = By - By e'ér, By is the

brightness of the gas layer, we obtsin the expression for the‘qon-
trast decrease with altitude in %erms of the surface ES and gas

layer ES illumination and the corresponding albedos -— maximum Amax

and average A of the surface and average Ké of the gas

At — -

"M E E -IE

K./K. =1 + E_& =,
o’®h T A .
max s

Using Relations (9) and (10) and considering that in the present

‘case E (h,’ w) Eg and- Arg. (n) = AT, after transformations, we
. _a

‘obyain the contrast decrease as a'runction of gas layer sptical
" thickness AT for given surface albedés

K A A 30-% i
%= *'-=+[A..J, M]___]___‘ | (18)

The plotVdflgigﬁgi@ELis shown in Figure 62 (we used & = 0.1;

Ay = 0720

5 Y

- o "" s
h“vlo—fg ST
'Figure 6. Contrast decrease as function of:

g — change of optlical helght At above planet
surface; b — geometric height above surface
for small areas; ¢ — same. for large areas
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In order to relate the contrast decrease with the helght change,
we need to know the connection between height and the corresponding
gas optical thilckness.

In the polytropic atmosphere case,

BBty = [Ty — hYT 4R,

We.can determine the contrast decrease With helght for wvarious
wavelengths from the functions KuKo=](Ar) and As=f(h). This relation
is shown graﬁhica%ly in Figure 6b, where curve I corresponds to
A=0.9pu, IT —A = 0.8 pu; IIT — A = 0.7 p3 IV — A = 0.6 u.

According to [U4], the contrasts between large areas which
arise as a result of difference of the albedos‘Al and A2 of these

areas, vary with altlitude following the formula

Kn”(o={[ + ii__“'mg(h)][l-i— -(1 - A,)Arg(h}]} . (19)

If 0.1

A

A2 < Al ¢ 0.3, then with an adequate degree of accuracy,

Al and A2 in (19} can be replaced by A==4ﬁ%;h7.' The Relation (19)

is shown graphically for R - 0.1 and 0.2 in Figure 6c (curves I - IV
correspond to the same wavelengths as in Figure 6b).

~ The ¢ontrast decrease with height near the planet surface will
take place faster when the atmosphere is dusty. Calculations using
(18°= 19) yield maximum values of the optical image gontrast in the
objJective lens focal plane.
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DETERMINING SPACECRAFT AND ATRELANE ANGULAR
ORIENTATION FROM STAR PHOTOGRAPHS .

K. I. Elbakyan

The problem of exéct spacecraft angular orientation determina- _llﬂ
tion arises in estimating the accuracy chargctéristics of spacecraft
orientation systems and airplane navigation equipment components.

Moreover, the determination of space photograph external orientation

elements 1s necessary in solving several problems of space geodesy.

The advantages of determining Spaéecraft angular orientation
from star photographs include the documental nature and objectivity
of the photographic 1lmage and also the high accuracy of construction
of the reference system based on the stars.

Use of the method presupposes installation aboard the vehicle
of a specialized photographic camera adapted for photographing the
stellar sky. :

From the mathematical viewpoint, the essence of the method
amounts to the followilng: '

i)_ certain directions in space are ldentified and their direc-
tlon cosines are determined in a specified coordinate system;

2) the direction cosines of these same directions are deter-
mined relative to a coordinate system fixed with the vehicle;

3) the sought angular orilentation of the vehicle is calculatéd

using the‘éoupling equations between the specified and vehicle-fixed
coordinate systems,

In principle, vehicle angular orieﬁtation can be determined
relativée to any glven reference system., ' If the reference system is
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‘the 0X X2X3 equatorial system, the sought orlentation 1z termed
' absolute. We denote the vehicle—fixed coordlnate system by OY1 2Y3.

Identifying in space n directions to heavenly bodies, we represent.
their direction cosines in the equatorial system by the following

matrix -
' X Xy Xig .oy Xyn '
.S xna"u...l“)- (1)
. xﬂ cas /

where X1n? Xops X are the direction cosines of the unit direction

3n
toward the star.

We represent the direction coslnes of these same*directions
relative to the system fixed with the vehicle in the form

Y ths o
gD .
Un . )

Then, usingthe relations for the connectilon between the directlon
cosines in two rectangular coordinate systems, we write

X =AY, | . (D
. where A is a matrix defining the rotation of one coordinate system
relative to the other. Since this rotation is unknown, ‘the . problem
reduces -to finding the matrix A. :

Considering the Relation (3) as the equation for finding the
matrix A, we note that its elements must satisfy exactly the equa-
tions of orthogonality ' '

A'A=E, detA= 1. S W)

An attempt to seek the solution without satisfying'(h)'leads'to
_nonorthogonality of the transformation and, therefore, to an in-
correct soclution.  Therefore, (3) and (4) must be solved Jjointly.
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It is interesting to note the conditions for existence of the
‘problem solution. We suppose that the solution exists, and use (3)
and (4) to find

XK=V AAY =YY, (5)
In dlarifying the‘sehse of this cdndition, we rniote that it corresponds
to the geometric interpretation of an orthogonal transformation which
maintains angles between vectors and alsc malntalns the orientation

of each selected vector triad. The resulting necessary conditions
for solution exlstence are, at the same time, sufficient.

.The presence of'errors in the initial data, i.e., in the meas-
ured coordlnate in elther system, leads to a situation_in which the
probability of absolutely exact satisfaction of the Conditions (5)
is negligibly small, and, consequently, the system (3), (4) 1s con-
tradictory. Therefore;.a new pfoblem arises of how to determine the
values of the unknown elements of the metrix A so that, in some
sense, all the equations of the System (3), (4) will be satisfied
with the smallest error. Here, it 1s important td note that the
Equalities (4), expressihg orthogonality of the matrix A, must be
satisfied absolutely  exactly, whilé the Equations (3) must be
satisfied optimally.

Depending on the optimality criterion adopted, the problem can
be solved by various methods: Chebyshev equalization, least squares,
and so on.

In the present case, it 1s better to use the 1east'squares
method; then the equalization problem 1s formulated as follows:

find that matrix A for which the Condition (4) is satisfiled
exactly and the sum of the squares of all the deviatlons (in)

takes the smallest possible value - /120

=3 dimmin,

(s fuay

(6)
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Omitting several transformations, we write the expression for

32 in the following form:

"-::2“— E ah'nhl
'l.h—l.

where m . are elements of the ﬁatrix M= XY'.

To splve the posed equalization problem by the least squarés
method, we use the Lagrange multiplier methsd and form the auxlllary

function ¢ by adding to the expression for 52, terms containing the

hindetermined multipliers u:

0=a'+ux(au+n§.+au)+ua(du+cn+aa)+
+p.(a!.+a’u+a:.)+p.(auan+ancu + Ouay) +

Differentiating the function &, we write the necessary condi-
tions for the exlstence of min 52 in the form
E=AP—;M. o (8)
where p is a symmetric matrix formed from the Lagrange multipliers

i B By
B=p "(#.us».)- & o 9)
C Ay By My

Then the system of equations for solving the problem 1s written
in final form as

Ap=M @ . detA=41 ()
AA=E @  p=p @

Since (10) can have severalksqlutions in its general form, and

ameng these there may be soclutions providing not only min 52, but

also max 82, i1t 1s advisable to determine the sufficient conditions
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for solution of the problem. We note that thé matrixes A and u
are the unknowns when solving (10).

Since the sufficient condition for the minimum of a*function of
several varlables 1s positive definiteness of its second differenﬁiél
taken at a statlenary point with respect to the independent variable,
‘we shall obtain the expression for this differential. The first
differential has the form :

"(Pz:)?—_ Sp (MdA'). T | a1y’

Since the elements of the matrix dA' are connected by the con=-
ditions, i.e., they are not independent, we write the connectlon be-
tweenn them and the 1ndependent inerements using the following
relations

dA' =dQA',
where

. f 0 —doy 4 duy
‘m=(dm. 0 - —dwy | = (dou).
doy do, .0 o

Then the value of the second differential of the function is
written as ' ‘

. - VR LA o
c{'(%’)_a—Sp(AdedQA—ﬁ)=W; -5 pasdogdon,
: o YT
After performlng several transformation, we write in the final form
W = (s + ) (o) + iy + B o) + (B + i) (), (12)

where ., pa, ps are the eigenvalues of the matrix u.

. .

Translator's note: Sp is incorrectly printed in the foreilgn text

as S _. ‘
P
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Analyzing (12), we note that for the existence of min 32, it 1s
sufficlent that the eigenvalues of the matrix p satlsfy the in-
equalitiles

Gt >0 (+FI>0 m+idzo  (13)

2

The value of e“ obtained in this case 1is

8un =1 SpMA’ = 2[n — (i, + Ry Pk ' (14)

' Generally speaking, the Conditions (13) can be satisfied for
Several solutions of the system of equations (1) and, therefore, the

value of 52 wlll have several local minima. In accordance with the

Relation (14), we select that for which

My + By + by =max. (15} -

Converting to the solution of the system éonsisting of (10a),
(10b), (10d), we write
B =p'A"=pd’,
MM=pldp=pt (16)

Since ‘det M'M # 0, i.e., we consider the basic case when the rank of

the matrix is equal to thrée, the matrix M'M i1s symmetric with posi-

tive spectrum. The following expansion is valid for this matrizx [1]:

_ 0.0y
'M'M-su'(:;‘;,-E)u. - | - QA7)
00 ' - |

where X, A,, A, are the elgenvalues of the matrix M'M; U is an

orthogbnal matrix.

In accordance with (16) and (17, we write the macrix ﬁ in
the form '
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VR 0 o
p=Ul 0 xVh o lu (18)
0. 0 *xVL/.

The Conditlon (15) will be satlsfiled when the elgenvalues of the
matrix u are positive. With account for this, in accordance with
(1) and (18), we obtain the final expression for the sought matrix A

w. ° )
A=Mp =My | 0 7-%- o |u
R

This technique leads to a computational scheme for determlining
the elements of the matrix A, consisting of the following operatlons:

1) calculation of the matrixes X and ¥ (1) and (2) and the
product M = X¥';,

2) ecalculation of the matrix M'M;

3) solution for the matrix M'M of the complete elgenvalue
problem#* [2];

4) calculation of the matrix A.

An obvious advantage of the method 1s that we obtaln an exact
solution of the equglization problem and reduce the solutlon process
to performing quite well known and well developed computational al-
gorithms of linear algebra. The uniqueness of the solutlion obtained

)
In place of the solution of the complete eigenvalue problem for the
matrix M'M, we can use the method of determining the principal values

for the matrix M. The latter leads to some simplification of the
computatlonal scheme.
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follows unambiguously from the theorem on the polar expansion of
a nonsingular matrix [1]. '
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GEOGRAPHIC CORRELATION OF TELEVISION PICTURES
OBTAINED FROM WEATHER SATELLITES

A. V, Bushuyév

. The geographleal control of satellite pletures, using the termi- élgi
nolcgy of aerial photography, can be treated as the problem of analy-
81s of a single picture with the objective of obtalning a ground
contour map.

There are several methods for solving this problem: graphical
transformation of the picturesz with the ald of perspective grids;
optico-mechanical transformation; analytic solution of the spatial
photogrammetric resection to determine the external orientation
elements, and calculation of the coordinates of the polnts being
determined.

According to our studies, graphical correlation using orbital
data provides an accuracy of + 20 - 30 km; using ground reference
points whose coordinates are known, the accuracy 1s + 6 km. In the
second case, the accuracy 1= quite acceptable for the solution of
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many practical problems in observing both clouds and gea ice., . How-
ever, along with advantages such as simpli¢lty -and speed, the
graphical correlation method has significant. disadvantages: indi-
vidual pictures rather than the overall photographic modér are ré-
duced and analyzed, analysis of the pictures usling careful geo-
graphical correlation requires considerable time, and errors in the
“twofold "eyeball" converslon have a significant influence on the
acecuracy.

The need for developing simple photogrammetrlc instruments for
real-time analysis of television plctures is obvious.

A method for optico-mechanical transformatlon of the television
plctures of the "Meteor" system has been developed at the Arctlc In-
stitute, and a prototype of the scanner
and the projector for the assembled ple-
tures has been fabricated in the exﬁeri-
mental shops of the lnstitute.

The scanner, whose schematic is
shown in the figure, provides the possi-
bility for transforming negatives di-

réctly and positive prints ("reflection" Schematic of scanner:
transformation). . 1 — negative belng

' _transformed; 2 — ob-

jective; 3 — cassette

A diapositive of the expanded
double picture, having the form of two
trapezoids aligned with shift of the short sldes, 1is obtained on
-standard 35-mm movie film installed 1n the scanner cassette.

The resulting dilapositive is projected with the aid of a speclal’

projector fabricated from a "multiplex" projector onto a planar base
(chart of the corresponding projection). The best alignment of. the
fiducial points of the picture and map is obtalned by altering the
scale and tilt. After this,‘the boundarles and edges are trans-
ferred to the map or photographle paper is exposed for subsequent
composlition of the photographic map. ' V
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The studies conducted showed the possibility and capability of
the method of composing photographic maps from transformed televl-
slon plctures. It should be noted that the process of mountlng the
large number of plectures is time- -consuming when performing the
operations using the technique described above.

Optico-mechanical transformatlon solves the problem of geo-
graphlical correlation for operational purpog¢s.,. However, this tech-
\nique does not compensate for electronle distortion, and accounts
for Earth sphericity only approximately. However, for certain pur-
poses (studying ice drift), the maximum possible accuracy 1s re-
o'aluired.~ Therefore, the analytic geographical correlation methods
using digital computers should be considered promising.
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GEOGRAPHICAL CORRELATION OF TV AND IR IMAGES.
OBTAINED FROM WEATHER SATELLITES

Ya. L. Ziman, B. V. Nepoklenov, and
' B. N. Rodionov

The requirements on the accuracy of geographical correlation
of TV and IR cloud cover 1mages'are determined by the objectﬂve of
the analysis of the weather information contained in these lmages.
In the operatlonal analysis case, the correlation accuracy need not
be high. Errors of éeveral tens of kilometers in determining the
loecation of the cloud formation contours are considered acceptable
in this case. Such correlation must be provided in real image re-
ception time. Seientific studies require accurate correlation of
the c¢loud formation contours. The errors in determining thelr posi-
tion should be commensurate with the imaging systém reaoiution.

In the present article, we discuss the geometric aspects of
developling methods and equipment for geographical correlation of
television and infrared images of cloud cover taken from the Meteor
satellites. '

Regardless of the technique used for obtaining and recording
the images and the required geographlcal correlation precision, the
geometric‘basis is the same and 1s described by the fundamental
equations of lconometry — the equations connecting the coordinates
of ground-points and their images and the equations of the selected
cartographic projections. Several coordinate systems are employed
‘to describe these equations. ' '

In the OXYZ geotentric coordinate system, the origin 1s located

at the center of the Earth, the 0Z axis 1s directed along the Earth's

rotation axls, and the OX axis lies in the plane of the Greenwich
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meridian. In the SX"Y"Z" orbital frame,'the origin is at the pro-
Jection center of the imaging device, the SZ" axls is directed along
the satellite geocentric radius-vector, and the SX" absclssa axis
lies in the orbital plane in the direction of flight. The body sys-
" tem Sx'y'z' has its- origin at the lmaging device projection center.
The. system axes coincide wlth the spacecraft structural axes. In
the oriented position of theesatellite, the body system coincides
wlth the orbital system to within the errors of orilentation system
ocperatlon. -

_ In the Sxyz imaging device coordinate system, the origin lies
‘at the imaging device projection center. For the TV cameras, we
align the Sz axls along the direction of the optical axis, the ab-
scissa 3x and ordinate Sy axes are defined by coordinate markes pro-
vided on the vidicon faceplate For the scanning radiometer, we
direct the Sx abscissa axis along the objective optical axis and the
Sz axis in the plane containing the normal to the scanning mirror at
the initial instant of time to.

We express the rotations when converting from one coordinate

‘system to another by the following formulas

R=CR C=Clls Os As:
A=Th T=TE 0% (1)
fi=Br, B=B(, 0,1,

where ;:','.5_"?;0_-?;6,',:':5 are the unit vectors of the same'directions in the
coordinate systems which we have selected ®s, L Ag are the geo-
centric latitude, longitude and azimuth ‘of the satellite SX" axis;
A¢.o'7 are the satellite yaw, piltech, and roll angles; a, o,y are the
imaging device installation angles in the reference coordinate
system. ’

II.

We find the geocentric coordinates R (xyz) of the cloud forma-
tion polnts from the measured coordinates 7J}yﬂ of their images by
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joint solution of the fundamental equations, (2) connecting the

ground points and thelr Iimages /127
_I"'Rs T—
R-Ry —Qre (2)
R =R (cos® cos LT, 1+ cos Dsin L; + sin k) (3)

where Rs (XsYsZg) 1s the satellite geocentric radius-vector; QT is the
transpose of the matrix

Q=BTC: : (4)
$, L are the geocentrilc coordinates of the current polnt; ijLjh are

the unit vectors of the geobentric coordinate system. We express the
vector Fh of the image point in terms of the direction cosines 1, m,

n of the .correésponding projecting (scanning) ray
fa= i‘+m}";|-n7k‘_. ‘ (5)

The geocentric radlus-vector of the photographed polnt 1s

R=—e— 1k (6)
Y1+ egsnte

Here, aeq, &e are the semimajor axls and the second ecéentricity of

the terrestrial ellipsold; h is the height of the point beling de-

fined above the reference. ellipsold.

The initial values necessary for the problem sclutlon are the
satelllte coordinates and the angles ., 9,v.

The satellite coordinates are defined by the osculating ele-
ments of‘its orbit at the moment the image of the desired point
1s obtalned. h

The satellite orbltal parameters are determined from analysils
of trajectory measurements. The angles ¢, 9, y are measured by the
vehicle orlentation system'sensors and are telemetered to the Earth.

The algorithm for determining cloud formatlon polnt coordlinates
is the same for images .obtained by both framing television systems
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and scanning radiometers. The only difference lies in determining
the direction of the projecting and scanning rays.

- When analyzing the TV picture pdinﬁ coordinate measurements,
the direction cosines of the projecting rays are determined just as
in the analysis of aerial photographs {1, 2].

The direction cosines of the scanning rays-are defined by the
.formulas

{ = —p(l—cosp) (7)
. m =sinp — &(1 — cos p) — p sin 26,
u==--nosp psin'p,
where g is the scan angle, n o are the direction angles of the scan~
ning mirror rotation axis (scanning axis) in the radiometer Sxyz
coordinate system. The scan angle B is found from the measured
image ordinate

B = (%,*‘f)'- B - ®

where wB 1s the scan velocity; Vz is the ground-based photorecorder

line scan veloclty.

" The scan veloclty ms,'time t05 angles p and v are the icono-

meﬁric-parameters of the radiometer.

The stereographic and Mercator projections are used in compos-—
ing synoptle charts. In order to determine the cobrdinates of the
sought point in these projections, 1t 1s necessary to convert under
the condltion of conformal representation of the ellipsoid on the
sphere from the rectangular geocentric coordinates to the geographic
latitudes ¢ and longitudes‘l. To within e , these coordinates
are equal to

9= T+ h=ardlg VX, o (9)
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Using the projection equations, we find in the projection the
rectangular coordinates X, and Vi of the point belng determined.

For example, for the stereographic projection, we obtain

= — OM, mwmsl mavsinl
e R 1+sns " BT =2MRo ® i rang ' (10)

where M is the scale factor; Re 1s the radius of the terrestrial
sphere. '

Realization of the described exact algorithm for trahsforming
the image into a cartographle projection 1s possible only by analytle
methods. Here, the use of digital computers permits complete auto-
mation of geographic correlation of TV and IR images. However, the
time spent on entering, transforming, and outputing a single TV
plcture is large, and amounts to more than an hour with a computer

. operating speed of 106 operations per second. This limlts the use
of digital computers for real-time geographical correlation of the
cloud cover ilmages obtained.

III.

The exact formulas for transforming images intc the cartographie
projection can be approximated theoretlcally with any accuracy by
power-law polynomials of the form

Xy = Ggg + Gro¥ + Gl + ApXY + CeP-FBalf+ antty + G e

#a = bug + Byok + bndd + buaxy + bgox® -+ bt + brgy+-byrif+ e (11)

e

E it

1

Coordinate transformations of this sort can be modeled on speclal-
ized analog electronic computers. In such computers, we can controi
the electron beam tube sweeps, transforming the TV raster 1n ac-
cordance with the Relations (11). If thils transformed raster 1s
modulated by the video signal of the original image, we obtain the
transformed image on the tube screen,
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The 1dea of such electronlc .transformation was realized in the
cartographic transformer of M. P. Bordyukov. However, in this trans-
former, control of the scanning units is accomplished manually.
Moreover, it did not permilt applying to the image the geographical
coordinate grid on the basis of which the transformation i1s monitored.

Therefore, a speclallzed electronic transformation and correla-
tlon system was developed and cOnstructed for geographical correla-
‘tion of the TV cloud images obtained from the Meteor satellites [3].

In this system, plcture transformatlion 1s performed into a
special cartographic projection, which provldes the possibility of
constructing continuous orbital montages from the plectures. The
studigs'made permitted us to find such a projection, defined by the
equations

=M (R-{-_H){D.!_Hg""mf-)mms[nm .
R_'l-(i—wsl.)oos‘o

o= —MH o cos@sinl

%—_(I—cou.)oos'@’ 7 (12)

where H 1s' the projection constant (flight altitude); M 1s the
scale factor.

Transformation of the TV pictures into this projection is ac-
complished -using the formulas

x cos(A, —$)+y" sin (4, — )

Xy == — MH
4

(13)

f - — i — ’ —_ -
| e LI T

x x
(y-) - T’B"( y); (14)
7 —f

f is the imaging camera focal length, reduced to the scale of the

where

image recorded on the ground. The systematle error of these formulas
amounts to 6 km for a strip wldth of 1000 km.
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Experimental operation of the electronic transformation and
correlation system for real-time analysls of TV pictures confirmed
the advisability of using for geographical correlation, speclalized
analog computers to perform the geographical correlation 1n real
time.

Iv.

Along with this technique of electronic analog transformation
of the TV images, we developed techniques for graphoanalytlc geo-
graphical correlation of the images. Such techniques use for geo-
graphical correlation of the images auxlllary transformatlon grids
which permit the entire transformation or its individual subprocesses
to be performed graphically by linear interpolatlon.

It is advisable that transformation of the lmages into any
cartegraphic projection be performed using grids representing the
image of the parallels and merldians in the projection of these
images. For the framlng TV pictures, the projection of the geo-
graphic coordinate grid on the picture is defined by the Equations (2).

In constructing such a grid for images obtained by scanning
radlometers, we need to determine the time tBc of scanning ray pass-

age through the Earth's surface polnts whlch are the intersections
of the meridlans and parallels. Thls time can be found from the
solution of the eguation of the scalar product of the geocentrile
radlus-vector ﬁb of the grid node and the unit vector Té of the

orbital coordlnate system absc¢lssa axlis under the conditlon that
this product equal zero.

Rciy = 0. (15)
The caleulation can be performéd by successive approximations. We
first find the time tsc without account for the yaw, pltch and roll

angles. Then the satellite orlentation angles are selected on the
basis of the time found and the spatial orlentation of the unit
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2
of séanning ray passage through the specifled geographle grid node
and, after twec or three approximations, this time 1s found with the
required accuracy. This time defines the corresponding panorama
line, and then we use the scan angle and Formula (8) to ecalculate
the ordinate on the panorama of the corresponding geographic grid

~vector I, i1s refined. After solving (15), we agaln refine the time

node.

_ The grids can be constructed in this fashion only after per-
forming the photography and obtaining data on spacecraft orientation.

Transformation grids were constructed for operational geo-
graphic correlation which permit scaling the resulting lmages and
transforming them into the selected projeqtioh without account_for
the spacecraft yaw, pltch, and rolllangles. Thls grid formed squares
with 2-cm sldes on the resulting map. '

The calculation of such grids for the TV pletures was made
using (2), in which the projection center coordinates were taken
equal to XS =0, YS =0, Z,., = h, and the elements of the matrix Q

were calculated using the TV camera mounting angles o, w, K.

In calculating the grids for the panoramas, the absclssas of
the grid nodes were determined by using the minute marks on the sat-
ellite velocity; for calculating their ordinates’ — we used (8).

In thls case, the panoramas were artificially framed.

Geographical correlation of the images was.accomﬁlished simul-
taneously with thelr analysls on speclal llght tables by redrawing
cloud cover contours onto a blank with the geographlc coordinate
grid printed on a transpareht base. The blank WaS'superbosed on the’
grid wifh'respect to the satelllite coordinates, and was oriented to
the azimuth A of the sx abscisss axis with accoﬁnt'for the yaw angle.
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Account for the plteh and roll angles was accomplished by displacing
the center of the grid superposed on the picture by the magnitudes

Ar=—}0, Ay=—Ff1. (16)

The systematic error of thls geographical correlation process
for the edge of the picture, when the pleture covers a strip 500 km
wlde on the ground, does not exceed 12 km.

The technlidues described were used In analysls of TV and IR
images obtalned from the Soviet weather satellites. The results of
this study made it posslble to draw the followlng concluslons.

When performing the geographiecal correlation analytically on
digital computers, the problem 1g solved most exactly but consider-
able time 1s expended, particularly on image input into and output
from the computer. For real-time analytic handling, 1t 1ls necessary
to develop speclalized systems for videco information introduction
into the computer directly from the receivers, as the information
arrives from the spacecraft, and specialized output devices which
permit obtalning at the exit weather maps of the photographed forma-
tions with the results of their nephanalysis.

Most effective 1s the method of gecgraphical correlation on
specialized electronie analog computers. In standardlzing the on-
board weather satellite imaging equipment, 1t 1s advisable to outfit
the ground statlens for lmage reception with Instruments of this
tyre which process the vlideo information in real time and generate
photographic maps of the photographed routes.

When a large number of weather analysts are available, the
graphlco-analytlc method satisfies the requirements of real-time
processling and can be recommended in the sbsence of speclalized
analog electronic computers.
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SYSTEM FOR ELECTRONIC TRANSFORMATION AND GEOGRAPHIC
CORRELATION OF SATELLITE TELEVISION INFORMATION

V. P. Dubenskily, B. L. Nemkovskly,
B. N. Rodlonov

System purpose and characterlstics. One of the basic stages in

processing the television information coming from weather satellites

is the geographical correlation of this information and preparation

of cloud cover photographlc maps. The use for these purposes of

manual methods with application of pre-calculated grids cannot pro-

vide the operaticnal speed and required economilces of these operations,

since thls requires a large staff of highly quallfied personnel.

The authors have developed for the Meteor'space weather system

an electronic transformation and correlation (ETC) system whilch pro-

vides transformation and scaling of the origlinal plcture wlth ac-
count for satellite flight altitude and 1lnclinations of the optical
axes of the transmitting devices, with simul¥aneous superposing of

the geographical coordinate grid on the transformed plcture.
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The weather satellites used in the Metecor system are injected
into a ciréular near-polar orbit with altitude on the order of 600
km. In order to ensure the required width of doverage on the ground
(1000 km), two TV cameras are installed aboard the satellite ana
their optical axes are tilted at an angle on the order of 20° to the
satellite vertical axls. The shutter of the second camers triggers
10 seconds after that of the first camera. The image stores on the
vidicon photosensitive layer 1s read out and stored with the ald of
an onboard tape recorder. Code signals containing ;nformation on
the number of each palr of frames are also included in the video
signal. Accelerated transmission of the stored informatlon is ac-
complished as the satellite flies over the ground station. This
information is also stored on magnetlce tape at the grouhd station.
In addition to TV and other forms of weather information, data on
spacecraft angular orientaqion at the moments of exposure of each
pair of frames arrive at the ground .statlon over the telemetry
channel.

The ETC system was used to process the image signals coming
from the Kosmos 122, 144, 156, and other satellites, and showed
" good results.

The processing was organized as follows. Prior to beglinning
the communications session, tables of the predicted coordlnates of
the subsatellite point and the flight altitude corresponding to the
times of exposure of each palr of frames were generated by the ETC.
Upon termination of the communicatlon session, the angular orienta-
tlon parameters arrlving over the telemetry channel were generated.
The magnetic film stored in the groundhbaséd video magnetlc tape
recorder was reproduced on the tape recorder forming part of the
ETC. The geographlic coordinates of the subsatelllte polnt and the
satellite angular orientatlon parameters (pitch, rcll, and yaw
angles) were introduced for each frame palr from the ETC control
panel. The frames cbtalned by the two transmitting cameras were
reproduced on the photorecorder CRT screen. This provided for palr-
wise mounting of the frames and their recording on 1l9-cm photographic
fllm. Transformation and scaling of the image were accomplished by
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giving the proper shape to the line and frame scan signals applled
to the photorecorder cathode ray tube deflectlon system. This
operation was performed by a special unlt — an anaiog converter.
The ‘geographic coordinate grid signal was combined with the recorded
signal for geographic correlation of the images. This coordinate
grid signal was formed with the aid of a scanning beam system which
read out the grid image from a transparent glass template.

The geographic grid used for the correlation was made using a
special zonal projection with identification of the meridians; the
longitude was indicated in the legend printed on the margins of the
image, together with several cther data (frame number, geographlcal
correlation parameters, satellite angular orilentation, and so on).

Block diagram of ETC system. The ETC equipment isa closed-

eircult television system whose scans are controlled by a speclal
analog computer (scan

converter). It con-
o.ol' :
sists of the following T %I £ H
: ‘Inpu
basic units and devices ' "t_‘ ,Eﬁﬁa ‘ '
e [T
{Figure 1). _ 2 vy 3

Video+grid

The video magnetic
tape recorder 1s 1; 2 is

the sync generator; 3 1s
the analog scan convert-
er; 4 1s the scan ampli-
fier; 5 1s the video

amplifier; 6 1s the geo- Figure 1. Simplified block dlagram of
graphic grid input unit; ‘ETC system

7 is the photorecorder.

The video magnetic tape recorder in the ETC system operates 1in
the start-stop mode. A slngle frame pair is handled 1n each cycle.
Since the instant of exposure of the second frame (half-frame) of
the palr is rigidly flxed relative to the flrst frame, the geographic
correlatibn and angular orientatlon parameters are introduced '
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simultaneously into both half-frames, and the image of the second
half-frame is shifted relative to the first by a magnitude deter-
mined by the satelllte flight altitude and yaw angle at the instant
of exposure.

Upon video magnetic tape recorder actlvation, the photorecorder
camera shutter opens. The frame and llne sync pulses coming from the
video magnetic tape recorder tfigger the ETC sync generator. The
latter generates the linear X and Y scan signals, and the nonllnear
components dX and d¥Y, which are fed to the analog scan converter.

The converter forms scan signals of the required shape, in
accordance with the magnitudes of the roll and pitch angles. Then
the signals pass through a regulator, whlch alters thelr scale in
accordance wlth the flight altitude, are ampiified, and are fed to
the photorecorder cathode ray tube deflection system.

After amplification, these same transformed scan signals are
fed to the geographle grild input unit. The latter includes a scan-
ning beam tube, photoelectronic multiplier (PEM), and glass template
which is set by a mechanical system in a position correspending to
the coordinates of the subsatellite polnt. The corresponding grid
segment 1s read out with the ald of the PEM, and the resulting signal
is comblned with the received vldec signal.

Upon termination of the e¢ycle, the video magnetle tape recorder
stops, the photorecorder shutter c¢lozses, and the exposed segment
film is advanced. Then new values of the angular orlentatlon and
geographle coordlnates are introduced, after whilch the c¢cycle repeats.

A set of reference grids, corresponding to different flight
altitudes and different satellite tilt angles, were prepared 1ln
order to allgn the system. These grids were made to the same scale
as the image. Alignment was accomplisﬁed by placing the grids on
the photorecorder camera pressure glass, and selecting the ampli-
tudes of the transformed signal components, so as to ensure
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coineidence of the lines of the grid reproduced on the cathode ray’
tube screen and the reference grids. This alignment was later re-
peated several times 1n order to verify the stablility of the system.
Experlence showed that realignment 1s not required for opefation of
‘the ETC system 1n the course of 6 - 7 hours, nor when actlvating the
‘system after an interruption of several days. ‘

Characteristics of the ETC system. One of the most specific
eircuit features of the ETC system is the analog scan signal con-

verter. The distortions caused by Earth's surface curvature were not
considered in developing the ETC system, since the flight altitude
was on the order of 600 - 700 km, and a special zonal projection was
used for correlation. In this case, the primary role 1s played by
the perspective distortions associated with tilt of the transmitting
camera optical axes relative to the local vertical, and those due to
the installation angle and variability of the satellite geometric
axls posltion in space.

The following considerations formed the basis for development
of the scan converter.

It is well known that in order to obtain the connection between /136
the coordinates of the transformed and nontransformed photographs,
1t 1s necessary to use the matrixes of transformed photograph coor-
dinate axes rotations through the three Euler angles. In the present
case, we use the yaw ¥, pitch 6, and roll y' angles, informatlion on
which came from onboard the satellite. ' The angle vy consists of two

parts: the installatlon angle Yo and the roll angle proper Y. Gener-

ation of the yaw angle in the ETC system 1s accomplished mechanically
by rotation of the deflection system mounted on the neck of the scan-~
ning beam tube. The image of the geographic grid 1s thus rotated
through the required angle. ' The analog converter generates only the
pitch © and roll y=w'+y angles.

The connection between the transformed and nontransformed plc-
ture coordinates 1s expressed by the following well-known formulas:
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X0 o g Su¥+ouy —a,h = b X+ any—aph
anx - agy —aph | ye k g% + apy — e | { (1)

where h i1s the flight altitude and focal length, referréd to unit
scale of the transformed Image.

The coefficients aij are found from the matrixes:

X°) [ cos Osmﬂ] (xl]

Yo|= 0 10 %
| 2°)] | —sin0 0 cosbjlz,
(%] [1 O 0 =
f|=|0cosy —siny ¥y | (2)
12| [Osiny cosy' Lz

hence, substituting these coefficients into (1), we obtain

X0 —p xcos8 4 ysinOsing’ —hsin@ecosy’
wheosBeosy L xsin®—peosBsiny ' (3)

yeosy' + hsiny’
heos@cost’ - xsin® —ycosBsing’

=h

If we consider the quantities g and ' sufficlently small, after
expanding (3) 1nto a Taylor serles and some regrouplng of terms, we
obtain

==t (s—a 3} + (=2 2] (s +4T)T,
4
Vo4 (42 L) — (s 445 (=0 2) 2, o

These formulas describe converter operation gquite well for /137
small tilt angles; 1n this case, the accuracy is about 0.5%.

However, the exlstence of the installatlon angles Yo does not

permlt consldering the quantity y' small; consldering that the roll
angle y 1s small (does not exceed 5°), we can assume that the angles
v and Yo are independent of one another and can be generated sepa-

rately. In final form, the formulas deseribing the operation of the
ETC system converter are:
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X0 = Cxy + (¥ + ) + (¢ + kox®) (y + £r g + kudf) (v, + o),
Y0 =Cyy + Cyy + (¥ + ko' + —ut) +
+ (y+ kv 4 RetP) (x 1 RoxT) o,
where Cxe, CyY, Cy, are raster shifts through the angles 0, ¥, Yqs

(5)

respectively; ke, k kyoﬁare welghting coefficients which indicate

Y,
in what proportion the corresponding scan signal components are
introduced.

We see from (4) and (5) that the complete X and Y scan output
signals contain: constant components, nonlinear components (quadratic
parabolas), and components which are the product of the sum of linear
and nonlinear components of one signal by the same sum of the other
signal. These components are determined by the magnitudes of the /138
tilt angles. As indicated above, the selection of the component
lévels to ensure generatlon of the installation angle YO is accom—

plished with the aid of referenqe grids. As a result of thils, the
corresponding welghting coefficlents were proportional to functions
of the angle. Generation of the variable tilt angles 6 and Y was
accomplished with the aid of a relay register. Using the reference
grids, we selected signal compcnent levels cdrresponding to the
limiting t1lt angle values, and in the interval between these values
the welghting ccefflelents were varied linearly, i.e., in proportion
to the magnitudes of the angles themselves.

A block diagram of the converter is shown in Figure 2. The
maximum transformation error is determined by the fact that the scan
output signals do not contain components proportional to the cube
of the input signal. In developing the ETC system, 1t was con-
sidered that these_pomponents could be lgnored, since this would
require equipment complication which was not justifled by the ac-
curacy obtained. Moreover,'the absehce of these components is
partly compensated by the distortions inherent in the photorecorder
cathode ray tube used, and thils was taken into conslderation during
calibration. |

#Tpanslator's Note: Incorrectly clted as k  in forelgn text.
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Figure 2. Simplified block diagram of ETC system converter

Parameters of the ETC system and possible improvement technlques.

Structurally, the ETC system is made i1n two standard four-section
cablnets, between which there is located a nonstandard cablnet with
the mechanlcal devices and control panel arranged thereon. The
photerecorder is portable, and 1s connected with the remalnder of

the system by a cable. This recorder includes a cathode ray tube
with deflection and focusing systems and other auxlllary devices,

and a photccamera wlth fllm advance device and a unit to imprint the
legend. The arrangement of the ETC system units is shown in Figure 3.

As a result of experlence in developing and operating the ETC
system, 1t should be noted that a feature of the analog systems 1is
the possibllity of ensuring quite high information processing speed
(up to 10 frames/sec or more), although with limited accuracy.
Therefore, such systems can be used for information processing in
real time. From the economic viewpoint, the use of analog systems
for processing the information from weather satellites 1s more favor-
able than the use of digltal computers, which must have very high
operating speeds to provide immediate‘processing (for real time
cperation, the speed must be on the order of 107 op/sec). Experil-
ence in processing the images from weather satellites of the Meteor
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Figure 3. Locatlion of ETC system units:

Al — sync generator; A2 — auxillary circult unit;
A3 — quantlzer; Al — power supply; Bl — trans-
mitting and monitor tube scan amplifiers; B2 —
photorecorder scan amplifier and shlft milxers;

B3 — converter; B4 — power supply; B5 — photo-
recorder scan amplifier and power supply; C1 —
control panel; C3 — cycle programmer; - C4 — PEM;
C5-d — 15-kV rectifier; C6 — 27-V rectifier

system shows that even with manual information input, the processing
of all the frames obtained during a single communications period
requires no more than 20 - 30 minutes (without considering the sub-
sequent photochemical processing, whose duration is the same for all
cases).

The ETC system made is possible to obtaln high-quallty images
with satlsfactory halftone transmissioh and the requlred correlation
accuracy. Using the uncontrolled montage method, it 1s possible to
obtain quite quickly a photomap of the cloud cover segment photo-
graphed durlng a single orbit.

It appears to us that the possible ways to lmprove processing
quality and, first of all, speed, should be sought in automatlcn of
devices similar to the ETC system. Here, the basic question 1s
automatlon of the correlation operation, conslsting in superposing
the geographlec coordlnate grid on the distortion-free image. As for
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automation of the transformation operation, this problem was essen-
tially solved in the ETC system.

In conclusion, we should note that such important problems as

improving correlatlon accuracy and inereasing the resolution can
be solved basically by creating onboard devices with sultable para-

meters: here the analog transformation and correlation systems do
not impose any significant limitations.
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GEOGRAPHICAL CORRELATION OF EARTH CLOUD COVER PICTURES
OBTAINED FROM UNORIENTED SATELLITES

V. I. Solov'yev

The pgeographical correlation of pictures recelved from Earth
satellites, i.e., the determination of the geographic coordinates

¢i and Ai of the image point with the coordinatés Xy and Yy can te

accomplished using the Formulas (1) - (5)*

Vx}i‘f‘yf*t
. ¥
h==amt{—1%
B\ %) (2)
Xn Buttis| [Bububis| [cucutis| [ Xs
Yo | =k | agGeBy | - | buybaobon| - | CasCantas | - Lol + | Vsl 2 (3)
Zn G833 | |bnbubn| [CuCutwn| | Zs
g HERU—cosoM AR 9
s rosrerseny e g arcsn[ R smﬂ] 9, ')

g0 = V_(xbyy + ybys + [012)® + (xbys + ybes + foa®
xby + ybg -+ fhgy ’ (5

where XS, YS, ZS are the satellite geocentric coordlnates at the
instant of exposure; Xy, ¥4 are the image point coordinates; a, b, ¢ /141
are the elements of the orthogonal transformation matrices; ki 1s the

scale factor, H 13 the satellite altitude, and £ 1s the focal length
of the imaging camera.

The matrix elements ¢ are defined by the imaglng camera installa-
tlon angles relative to the satellite structural axes. The matrix
elements b are defined in terms of the three satelllite angular orien-
tatlion parameters: piteh 8, roll vy, and yaw ¢. The values of the
coefficients a are determined from the known values of the geographic
coordinates ¢N and AN of the subsatellite polnt and the azlimuth Av

of the satelllte absolute velocity vector at *“ils point.

#In deriving the formulas the earth was-taken tc be a sphere of
radius R), 165



Characteristic of Earth's cloud cover imaging from nonmeteoro-
logical satellifes is the absence of dataz on the angular orlentation
of the imaging camera relative to the local vertical at the instant
of photographlng.

In order to determine the angular orientation elementsd. y, and
y {with the objective of subsequent use of these values to caleulate
the matrix elements b and reallze the aforementioned analytic geo-
graphical correlation method),

it 1s proposéd that we use

the images of geographlc fea-
tures present on the plctures,
whlch may be the outlines of
continental coastlines, courses
of large rivers and canals,

and so on.

The coordinate systems and
notations used in the following
analysis are shown in Flgure 1,

where OXTYTZF is a rectangular

.geocentric coordinate system
whose origin coincides with the
center of the sphere of radius
R; the OZr axis is dlrected to-

ward the North Pole, and the
OXF axis lies in the plane of -

Figure 1. Rectangular coordinate

the zero merildlan. systems

In the general case, the imaging camera coordinate system Sxyz

coincides with the satellite structural axes system.

SXBYBZBjs an auxilliary rectangular coordinate system whose SZB

axis is directed along the local vertical, and SXB axls coincldes
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with the direction of the satelllte absolute velocity vector. M is
a po;nt of the Earth's surface with known geographic coordinates ¢M

and AM (X ZrM are lts coordinates in the rectangular geocen-

rm> Yrme
tric system, and Xns ¥, are the coordinates of the identified polint

in the image plane).

In the subJect problem, the known parameters are the satellilte
coordinates at the instant of photographing, and the coordinates of
the geographlc features on the ground and on the picture. Deter-
mination of the angular orientation elements is accompiished by means
of transformation formulas ufilizing series expanslion of trigono-
metric functions of small angles. The problem is sclved by succes-
sive approximations.

A minimum of two geographical features must be ldentified on the
picture for the solution of the problem by the proposed method.

Specifying the 1nitjial values of the pleture angular orientation
elements ¢, vy, ¥, the followlng formulas are used to calculate the

rectangular coordinates of the ldentifiled points.in the auxiliary Ay
goordlnate system:
Zn'=='—lH +'R(l-—'ooscr)1.
X|=Z = __z -\'bn'i“ybu-?'ﬂ’u
8 , . by -+ gy + fou ' (6)
Yh=.z _n—-z JhLi!ﬂail&L
? " ﬂ’n"‘ﬂba'f'fbu .
The transformation formulas (6) mean that the inclined picture
plane 1s referred to the horlzontal plane Sx'y' coinciding with the
plane SXBYB, and the new calculated image point coordinates (x', y', /143

2') are reduced to a scale equal to XB/z'.

These séme rectangular coordinateslof the 1ldentified points in
the auxlliary coordinate system can be obtailned if their geographic

167



coordinates and the geographilc coordinates of the subsatellite polint
at the same instant of photographlng are known

Xy ={(Xrm— Xrs)ay + (Vrm— Yrs)ag + (Zru— Zrs) g,
Yy = (Xrm—Xrs) s + (Y em— Y'r8) 8 + (Zrm— Zrs)dons (7
Z, = (Xrm—Xrs)as + (Vv — Yrs) @us + (Zrm — Zrs) G-

If the angular_orientation elements ¥, v, ¥ are known exactly,
then Xp, ¥, Zp, found using (6), coincide with the values XaVaZs of
the same points found using (7). In the case when the angles 8, vy, ¢
are known with some error, which cccurs iIn the subject case, then
the differences AX=Xs—Xp , AY=Y3—Yp, and AZ=23—Z5 wlll be nonzero.
This means that the Sx¥' plane to which the plecture 1s reduced does
not coinclde with the horizontal plane SXg¥s . The angles A¥, Ay’
and AY characterizing the rotation of the unlt vectors of the system,
assoclated with the plane Eﬁﬁf relative to the unlt vectors of the
system SXpYnZn, are called the residual tilt angles. In order to
establish the connection between these angles and the errors AX, AY,
we write the re-transformation formulas. Since upon re-transforma=-

tion, the values of XB' and YB' should equal the values of X3 and Y3

found using (7), the rilght sides of the transformation formulas may

be equated, respectlvely, to the values of X3 and Y3. With account

for smallness of the angles A¥, Av', AY', the re-transformation
formulas reduce to the form

z;

Xg 2 — z;lx' cos Ap— T ¢ sinAyp + Zu (AT’ sin Ap +A8 cos AY),

. (8)
Yass = E;’i-x’ sinAy + E:’—y' cos AP+ Zp (A% sln Ap — Ay’ cos Ap).

We substltute Into these expresslions the coordilnates of the
two identifled points, and subtract from the equatlons of the first

point the corresponding equations of the second. Setting (Zp)ex(Zp),
we obtaln
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AXz=— %—M'WSAw-{--—Z;lAy'sinAw,
Z - Z .,
AYy=— —2 Ax smAq:+~—;’-Ay cos Ay, (9)

where

™~
ot
=
=

AXs = (Xsh— (Xah A%’ =x—75
AV3 =(Yah— (Y3 AY =g —Ya

From (9), we can find Ay:
Ap = arcsin '{-‘}]. (10)

where

z,

A=BXoAY — AYshx', B P (AXY + A4V

After finding the angle Ay, we can find the quantities A#' and Ay':

Zy

(Xgsin Ay “YSWAw) —Yp
zz (11)

At =
where the values of Xy, Yp, Zp are calculated using (6).

The quantities A¢’ and Ay' are the residual pitch and roll angles
" pelative to the intermediate axes 3Sx' and Sy?, obtalned as a result

of the first transformation using (6). The angles ® and §, which
require refinement, are measured relative to the 3x and Sy axés;
thefefore, the magnitudes of the corrections obtalned should also be
referred to these axes. Since the angle between the Sxy and Sx'y'
frames is equal to the angle ¥, 1t 1s known that transformation of

the residual angles Ad. and Ay' into the guantitles A% and Ay can be
accomplished using the coordinate system rotation formulas

A = A®’ cosp— Ay’ siny, Ay = AD" sinp Ay’ cos.- (12)
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Substituting (11) into (12), we finally obtain

_ s oos(p +49) +Y;sin(y -+ Ap)]) — [Xg cos +¥psiny)
Z, '

At

(13)
. JXasin (b -+ Ap) — ¥ cos ( + Ay)] — [Xp sin  — Yy cos ]

At 7

The sought orientation angles are obtalned as the sum of the
" yalues obtalined in several successlve approximation

O=ZA0, 1=3I4An, ¢Y=IAd

Characteristic of Earth's surface imaging from high-orbit satel- /145
lites is the fact that on most of the pilctures we see the 1mage of
the horizon line, which can also be used for determining the 1lmaging
camera angular orlentatlion elements relative to the local vertical
and for refining the photographic altitude. The idea of the proposed
technigue is that, if the optical axis of the imaging camera coln-
cides with the local vertical, the horizon line willl be a clrcle
whose center colncldes with the plecture principal point. Therefore,
we can estimate the magnitudes of the pitch and roll angles from the
distance between the center of curvature of the horizon line and the
plcture principal polint.

The problem of determining the pitch and roll angles for a plc-
ture having an image of the horizon line 1s solved by successive
approximations.

The horilzon line 1s taken as a circle whose center coordlnates

a and b are obtalned from the solutions of the system of equations
[14]:

(ty—x)a4 (h—y)b = (-I§+y{)-;-(x:+y§] ,

(14)

(=)ot (y—pgp = TR,
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where xi, y: (i=1, 2, 3) are the coordinates of three arbitrafy-points of
the horizon line image. '

The value of the pitch ¢ and roll vy angles are calculated from
the found values of the cirecle center coordinates:

acosy’

!

1'=—-ar(:‘tg—:-, ¢ =arcty , (15)

where f 1s the focal length of the imaging camera.

The found approximate orlentation angles are used to calculate
the transformed image polint coordinates

‘ xco8 8" -y, siny’ sin 9’ — fsin ﬁ'océ'r'

x'n-— »
' r — X 80 @' | y;c08 p° siny’ — foos g’ cosy’
‘ ) (16)
’ gcosy” - fsinyg’
h=—

—x;8in g’ + yycos B siny’ — feos g cosy’

After thls, the calculatlon process 18 repeated, beginning with
determination of new values of the horizon line center of cur?ature
coordinates. The solution is consldered terminated when the horizon
line center of curvature coordinates obtained as a result of the
last approximatlon are equal to zero.

Using the coordinates of the horizon line lmage points obtained
in the last approximation, we can calculate the photographing.
altitude

H= [R—- Rsin(arc tg-%)] // sin (&l‘c tg—i—) ’ (17)

where r=) xZ+yd is the radius of curvature of the horizon line in

the last approximation.
The proposed methods were reallized at the Hydrometcenter of the

USSR on a Minsk-22 computer, and were used to process the Earth
ecloud cover pictutes obtalned from the communications satellite
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Figure 2. Picture of the Earth obtained from
the Zond-5 automatic interplanetary station
with grid of meridians and parallels

e REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR



Molniya 1 and the automatic stations Zond 5 and Zond 7. Experlence
in using these methods showed that the accuracy of orlentation angular
element determination is on the order of 1°.

Figure 2 shows a pleture obtained from the Zond 5 statlion. The
grid of meridlians and parallels for this pleture was obtained using
the formulas presented above.
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GEOLOGICAL AND GEOPHYSICAL STUDIES FROM. SPACE AND
PROSPECTS FOR THEIR DEVELOPMENT

G. B. Gonin, A. I. Vinogradova,
B. V. Shilin, N. A. Yakovlev

Photographic ahd television images of the Earth's surface, ob-
tained from spacecraft in the visible part of the spectrum, are
widely used for geological interpretatlon. We shall analyze the pos-
sibilities of using images obtalned by devices whlch detect the re-
flected and self-radlation of the Earth's surface and -atmosphere in
other parts of the spectrum.

Table 1 1lists the imaging systems used for geological purposes
and the associated spacecraft. Space imaging can be considered a new
technique for geological and geophyslcal study of our planet.

It 1s advisable here to use space imaging to solve, first of all,
those problems in which gualitatively new data can be obtalned. At
the same time, all the data obtained from spacecraft must be used
together with the data of surface and aerologlcal studles.

The images in the visible portion of the spectrum obtalned from
space make 1t possible to analyze the characteristics of the geolo-
gical structure of the imaged area, and measure this structure.
These measurements make 1t possible to obtaln the quantitative char-
acteristics of the various structural elements, carry cut cartogra-
phy aqd correlation of the data cobtalned by nonphotographic sensors.

The arbitrary classification of the images obtained from space-
craft, shown 1n Table 2, has been proposed.

Sovlet and foreign experience in geological interpretation of
photographs obtained from low orbital altitudes shows that they can
be used to solve the following problems:
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TABLE 1. REFLECTED AND SELF-RADIATION OF EARTH'S SURFACE
ELEMENTS RECORDED ABOARD SPACECRAFT
Spectral Atmospherie .
region Band absorption Receording SC
Visible 0.4=1.0 u Weak Photographic Soyuz, Gemini,
Zond, Apollc
Television Meteor, ESSA, Nim-
bus
Spectro-~ ATS, MSC, Soyuz
_ graphie
Infrared (1.0-20.0 u | Windows Scanning Meteor, Nimbus
' ' 1.8-5.3 u radiometers A
7T.0-14.0 q
Radio- 0.8-1.35 Strong (de- [ Radiometers Kosmos 243
thermal¥® om pends on
atmos.
moisture)
3.4-8.5 cm | Very weak — -
Magnetic - None Magnetometers |Kosmos 43
field®*

¥Sensitivity 1 - 5° C depending on underlying surface temperature.
*%Senslitivity to + 0.5 ¥y.

TABLE 2. TYPICAL DATA ON PHOTOGRAPHIC IMAGES OF THE EARTH
OBTAINED FROM SPACE
Orbital Surface Surface
altitudes 5C Image scales resolution |[coverage
Low (200 - 300 |Soyuz, 1:2-106 - 1:8-106 20 - 200 m {103 km
km) Gemini,
Apollo
Middle (1000 - |[Weather 1:6.10° - 1:10-107 1 -3 km [~1000 km
2000 km) AES
High (30,000 - |ATS Tech- 1:5'107 - 1:2-108 6 -~ 15 km [Entire
90,000 km) nology Earth's
AES, Zond, disk
Apollo
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1. Revision, refinement, and correlation of geologlcal maps of
scale 1 : 200,000 and smaller; & specific objective would be use of
such photographs in updating various geological maps.

2. Preparation of prellminary photogeological maps of scale
1 : 200,000 for regions in which accelerated geological surveys
are planned.

3. Revision, refinement, and preparation of small-scale tec-
tonic, geomorphologlcal, and other maps.

4. Identification, analysis, and refinement of the formation
of folded structures of size on the order of tens of kilometers and
more, discontinuous fracture zones tens and hundreds of kilometers
in extent, and also the spatilal interrelationships of these
structures.

5. Study of areas which are promising in regard to ore deposits,
oil, and gas exploration

6. Study of large igneous rock massifs, identification of the
annular structures of magmatic complexes and fracture systems.

7. Studying the nature and Intensity of the contemporary physi-
cal and geological processes whose action shows up 1n large reglons,
measured in thousands of square kilometers (denudation and accumula-
tlon processes).

This listing will be broadened and refined continuously as we
accumulate space imaging data and experience in thelr geologlceal
interpretation; a characteristic feature will be the resolution of
primarily regional and global problems.

Experience in geological interpretatlion of television plctures
obtained from intermediate altitudes indicates the advisability of
their use as an additional source of information on the geologlcal
structure of vast regions.
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The possibillities of geological interpretation of photographs
obtained from high altitudes can be evaluated on the‘basiswof analy-
81s of the photographs of Africa obtained from the Zond 5 spacecraft.
Preliminary analysis led to the conclusion that there was promise
in using the data from these pictures to refine the content of varl-
ous sorts of snyoptic geological maps in solving global geological
problems, and verifying geological hypotheses. In the analysis pro-
cess, it was found to be valuable to compare photographs of a parti-
cular region obtained from different altitudes, and differing mark-
edly 1n scale. A previously unknown global fault running east-
northeast, which can be traced nearly across the entire cbntinent,
was tentatively identified on a photograph from the Zond 5 spacecraft
In the north of Africa. Data ‘confirming its existence were obtalned
in studylng larger scale pictures from Gemini 4 and perspedtfve aerial
photographs of areas located along the path of the fault.

The television pictures obtailned from technology satellites are
equivalent, in regard to field of view, to the photographs from the
Zond 5 spacecraft, but are somewhat inferior in resolution. Geolo-
gleal problemé of global nature can also be solved using these
plctures.

The information in the visible part of the spectrum, obtalned
with the ald of spectrographs, occupies a speclal positlon. The
spectrograph was first used for measuring the optical characteristics
of landscape features on the Soyuz 6 and Soyuz 7 manned spacecraft.
In thls case, the additional information on the optical character-
isties of the landscape features will play the same role as in aerial
spectrophotometry using airplanes.

The radiativity and thermal regime of individual geological
formations can be determined wilth the aid of IR and microwave systems.
Table 1 lists only the scanning radiometers operating in the IR band.
The IR systems intended for obtaining averaged values of the radia-
tion and the thermal regime over areas of hundreds of thouéands of
square kllometers are not of interest for geologicai purposes.
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The scanning radiometers provide spatial resolution on the
order of a few degrees, with sensitivity to temperature differentlals
from + 1 to * 10°. With these parameters, the IR images can be used
to study only very large geological structures and vast reglons.
However, installation aboard spacecraft in the next few years of IR /150
scanning systems with resolution of about 0.1 mrad and ground sensi-
tivity of no less than 2° ¢ is quite realistic. With the ald of such
systems, the temporal variations of the temperature contrasts of the
landscape features, as shown by periodic surveys, provide lmportant
additional geological information, primarily on soil moisture con-
tent, geological formatlions, land subdivision systems with moisture
content increase, regions of active geothermal activity, and so on.

The use of microwave systems in studying the Earth's surface
is in the stage of satellite and alrplane experiments. The practi-
cally total transparency of the atmosphere and cloud cover for the
centimeter band and the satisfactory transparency for the milllimeter
band favor the application of these systems. Measurement of the
Earth's thermal radiation was first accomplished from the Kosmos 243
satellite in 1968. The use of this band for studylng the oceans is
most promising. The study of the thermal radiatlon of the land for
geological purposes lles further in the future because of the low
spatial resolution of the systems.

The effectiveness of Earth's magnetic field measurements from
spacecraft is not clear. According to the calculated data, the decay
of the magnetic field intensity of very large geological formations
to the normal geoid fleld takes place at altitudes not exceeding
one hundred kilometers. Joint analysis of magnetic measurements
from spacecraft and airplanes makes 1t possible to verify the valild-
ity of the theoretical magnetlc field caleulaticons for large anom-
alies with complex field, and also the depth of occurrence of certain
geological features (effusive synclinorium layers, effuslve platform
mantles, and so on). Of lnterest in this regard are the studiles
made of the resldual geomagnetic flelds (less than 100 gamma), ob-
talned as the difference of the values measured aboard the Kosmos 49
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satellite and calculated analytically. The differences obtailned
were compared with the anomalous magnetlc fleld at the Earth's suf-
face, with account for the peculiaritiles of the geological structure
and thermal flux distribution.

The use of other receilvers and systems installed aboaru space-
eraft for geological and geophyslcal purposes remains in the future,
and in many .cases 1s very problematlical. Studles of the geochemicai
(gas content 1in the atmosphere), luminescent, and certaln other
images from space, make 1t possible to conclude that these Images are
not effective for geological purpcses.

The systems cperating In the microwave band include sidelooking
radars and scatterometers, used for quantitative differentiation of
the subsurface layer with the aid of reflected radiowaves. Such
systems are being prepared for tests aboard spacéecraft. Thelr use
in geology 1s of definite interest.

The need should be noted for improvement of the characterlstics
of the5photograph1c systems, whic¢h are one of the baslc technologlcal
techniques in geclogy. This improvement is coming in two directions.
First, the photographic systems will be expanded in order to obtain
images of different scales. Second, photographic surveys in narrow
spectral zones, with the aid of narrow-band light filters and re-
cording on photographic film, are beginning to be developed. Pro-
posals have been made for installation of photoelectronle systems
for obtalning images in the 20 - 40 nm band. One such system'is a
camera which permits obtaining images with given ratlo of the spec-
tral brightness coefficients. The use of such a camera makes it
possible to identlfy and map specific geologlcal features which have
been identified by thelr optical characteristics. For this purpose,
we must study the optlcal characteristics of geological features or
theilr Indicators duriﬁg‘obServation from space.

The resolution of the television systems operating in the visible

band needs to be improved to the level of the conventional photo-
graphic systems.
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This listing of presently used and future systems for obtainlng
geological informatlon indicates the necessity even today to conduct
studies on selection the most effectlve detector types. The ex-
perimental studies 1in-this field must be conducted using speclal
test ranges.

On the basls of the interests of geologlecal and geophyslcal in-
vestigations, the baslc criteria_for test range selectlon afe_the
following: vrepresentative of the baslc geologlcal conditions of the
USSR in regard to the theoretical and practical problems of modern
geologys display of geological features on the Earth's surface under
conditions of various'landsdapes with different intensity of economic
develdpment, including shallow-water shelf regions; good geoclogical-
geophysical and geographical information, avallability of geodesle
reference when studying the metrilc properties of images obtalned by
the different systems; favorable conditions for the organlzation of
aerial and ground studies with minimum expenditures of funds and
time.

When performing integrated reglonal space imaging studles, we
can obtaln a direct image of large elements of the geologlcal struc-
ture and operations can be planned with specific goals in mind. In
solving the posed problems, we must be certain the test ranges are
" representative of the basi¢ geological and economic conditions of
the territory of the USSR. The following regions meet these selec-
tion criterla and experimental investigatlon objectlves: the Baltic
shield, the region of traprock and kimberllte distribution on the
Siberian platform, the Crimea-Caucasus region and adjacent water
areas of the Black, Azov, and Caspian Seas; the Southern and Central
Urals, including the iron-ore belt of the Turgaisk fold; the Kurll-
Kamehatka region; the Baikal region; Pamir-Tyan'-Shan, the Dneper-
Donets reglon — Donbass; Central Kazakhstan; southwestern Turkmenia
and the adjacent water area of the Casplan Sea; and Western Siberia.

The eleven regions listed encompass dlverse landscape condl-
tions for both land areas and seaccasts.
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Ground studies and surveys from definite altitudes using dif-
:ferent energy sensors should be made on each of the listed test
ranges on the basis of the specific geological and geographic
conditions.-

The objectives and content of the studies for each of the test
‘ranges require special discussion. The area of each of the test
ranges should be determined on the basis of the dimensions of the
geological features. On the average, for plctures on a scale of 1 :
2,000,000 - 1 : 3,000,000, the area of a single test range will be

" on the order of 300,000 km<.

Along with the resolutlon of the interpretation problems, one
of the central research questions 1s the development of photogram-
metric methods in application to images from space. Specifically,
dne of the urgent problems 1s the creation of photomaps or refilned
photodlagrams with scales on the order of 1 : 1,000,000 - 1
3,000,000. The creation of such photomaps and phetedliagrams is of
great interest for geology and other branches of the national €COonomy .

oy,
g

The questions of geologilcal interpretation and photogrammetry

must be developed in application to images obtained by both framing
and scanning systems.

Such are the prospects for the growth of geological and geo-
physlcal studies from space. These techniques will be refined .and
implemented as space technology develops, and experience i1s
accumulated,. ' '
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' N75 1148%
EXPERIENCE IN INTEGRATED GEOLOGICAL AND'GE@GEAPHICAL.

INTERPRETATION OF SPACE PHOTOGRAPHS OBTAINED
IN THE USSR

B. V. Vinogradov, A. A. Grigor'yev

The successes 1n the individual areas of development of space
methods of geographical study are varled; we shall dilscuss only the
recording techniques which provide the most information — the photo-
graphic and televislon (TV) systems.

We shall discuss two examples of reglonal interpretation of a
plcture taken aboard the Zond 7 automatic interplanetary station
and a TV image from the Kosmos satellite.

Two dust and sand streams flowling above the Arabian Penlnsula
were recorded on the ultra-small-scale color photograph (Figure 1).
The beginning of one vortex-llke flow above the sastern part of the
Mediterranean water area and Asla Minor is clearly seen in the photo-
graph. From this reglon, it travels as a wlde band of wldth up to
300 km 1n the scutheast direction above Northern Arabia, Iraq, and
Southwestern Iran. A high degree of correspondence between the ex-
tent of the flow and the large relief forms (Flgure 2) is noted,
The flow travels above the low-lylng northern part of the Arabilan
Peninsula and the plains of Central and Southern Arabia. This direc-
tlon of motion of the dust and sand flow is determined by the direc—
tion of the wlinds and the location of the large relief forms. The

flow continues for a distance of 2000 km along the natural corridor
formed by thils relief.

Another dust and sand flow seen in the photograph begins in
the South of the Libyan Desert, crosses the Red Sea (see Figure 1),
then crosses the Rub-al-Khall Desert in the northeast direction,
and continues on across the Persian Gulf. It 1s particularly
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Figure 1. Ultra-small-scale color photographic image of
northeast Africa, Arabia, and Asia Minor (fragment of
global photograph of the Eurasian and northeastern African
continents) obtained on August 8, 1969 from the Zond 7
automatic interplanetary station (scale o1 30,000,000)

noticeable above the Red Sea and the Strait of Ormuz in the form of
a whitish shroud masking the water surface.

It is important that the zone'of movement of these flows corre-
spond to regions covered by large sandy massifs — the Great Nefud
Desert, the Dehna Desert, and the largest of all, the Rub-al-Khali.
Various types of aeolian relief are common in these deserts in the
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zone where these flows
travel; however, the domi-
nant form is the ridge-type
relief of the seifs — huge
longitudinal dunes.

Comparison of the oc-
currence of the dust and
sand flows and the longi-
tudinal dunes demonstrates a
high degree of correspondence
between the orientation of
the seifs and the vortex-like
flows over the entire path of
their travel (Figure 2). The
seifs of the Great Nefud
Desert (in the Ed-Dahna re-
gion), oriented from north-
west to southeast, are re-
placed by seifs whose direc-
tions change gradually near
the junction with the Rub-al-
Khali Desert, and in the Rub-
al-Khall Desert the longi-
tudinal dunes are now ori-
ented in the NNW-SSE direc-
tion and then in the NE-SW
direction. The last "bursts"
of aeolian activity along
the path of the air flow are
noted in the Ramlat-es-Saba-

53\
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Figure 2. Diagram-chart of inter-
connection between the dust and
sand flows interpreted from a space
photograph (Figure 1) and the oc-
currence of highlands, aeolian re-
lief forms, and wind-brown sands
(prepared by B. V. Vinogradov, A.
A. Grigor'ev, and V. P, Lipatov):

1l — water areas; 2 — highlands
(mountains and plateaus) with ab-
solute heights above 1.8 km; 3 —
regions of wind-blown sands; 4 —
regions of dominant development of
longitudinal dunes (their orienta-
tion is shown); 5 — regilons of
dominant development of barkhans;
6 — regions of dominant develop-
ment of hillocky sands; 7 — zone
of intertropical convergence; 8 —
regions of development of dust and
sand flows, interpreted from a
space photograph obtained from the
Zond 7 automatic interplanetary
station; 9 — cloud cover

tain Desert. 1In the larger-scale space photographs, we see clearly
how the seifs literally run into the mountain chalns bounding the

desert on the south and southwest.
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Thus, each self taken separately 1s a portion of a single
glgantic system of selfs related by the common nature of thelr ori-
gin, namely: the functioning in this region of constantly acting
winds of stable directidns.

At the present time, most space 1images arrive at the Earth over
TV channels from weather satellites in medium altitude corbits. As
an example, we shall interprét a TV picture obtained by the Xoasmos
144 satellite from a height of about 600 km. - The TV image (Figure 3)
shows the territory of southwestern USA and northwestern Mexico (in
the limits of the states of California, Lower California, and Sonora)
covering an area of about 230,000 km2. The scale of the original TV
picture was about 1 : 7,100,000. The plcture was taken in clear
weather. The landscapes of subtroplcal semldeserts and early spring
deserts are recorded on the TV plcture.

1. The laﬁdseape of the alluvial delta plane of the Colorado
river (Figure U4} is well identifled from i1ts triangular blade-like
shape, the branchings of the Colorade River, and the relatively
darker image tone, contrasting with the lmage of the adjacent terri-
tories. The two parts of the delta formed by sand-clay alluvial
deposits are clearly differentlated — the upper and lower deltas.

The upper, older, and'relatively higher part of the delta plain,
covered by brush and tree vegetation and partly by agrlicultural farms,
is characterized by low albedo values and is lmaged by a nonuniform
dark-gray tone.

The lower, younger, and relatively lower-lylng part of the delta
is marked by more sparse vegetative cover, through which the ground
surface "radiates" over a considerably larger area, 1ls characterized
by high albedo values and is imaged by a somewhat brighter non-
unliform gray tone.

The nonuniformity of the delta 1lmage structure 1s due to the
heterogenelty of the landscape pattern. The darkest image tone is

characteristic of the Coloradoe River channels.
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Figure 3. Fragment of TV picture of southwestern

USA and northWwestern Mexico, obtained on March 23,

1967 from the Kosmos 144 satellite at an altitude

of about 600 km (blown up from a negative of scale
about: 1. = 7,000 ,0003

The image of the channels contrasts markedly with the image of
the adjacent delta segments.

Just as clearly differentiated are the natural complexes of
flat plains, which have developed in the limits of the lower delta
and are made up of surfaces with salt deposits (primarily halites).
These are gigantic salt flats, among which Lago Salinas stands out.

They are practically devoild of vegetative cover, are characterized by
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high albedo, and are
imaged by a brighter
tone in comparison with
all the other landscape
elements.

2. The anclent
lacustrine Mesa Orien-
tale plaln 1s formed by
alluvial-lacustrine sand-
clays with gravelly and
sandy deposits with
sparse creosol desert
vegetation. The con--
siderably simpler in
structure, in comparison
wlth the delta, land-
scape of the ancient
lacustrine plain is iden-
tified on the TV picture
from the homogeneous
gray tone of the image;
the image brightness in
this case is due primarily
to the sc0ils, which are
scarcely masked by any
vegetation at all.

3. The Pinacate
lava plateau with rugged
relief is formed by a
large number of volcanos,
lava flows, and lava beds
formed by young Pliocene-
Quaternary formations.
The plateau landscape 1is
characterized by small

_ - >

ins
TITITTTTIMTTT
prerebad
tLELLLL
[N RN
[NERE NN
[ERERE NN

Gulf of  |uis "

Californila

s m

Y &9 L3050 B3 s =3
£z (2 e I DZ]&[HEH]u%r«-M FZ2
n z n L -3 Nica

Figure 4. Landscape interpretation of
TV image TV image (Flgure 3)

'l — landscapes of low-lying alluvial-

lacustrine plains of large intermontane
depression: 1 — upper-delta plains
with wooded scrub vegetation and agri-
cultural farms; 2 — lower delta plains
with salt flats and marshes; a — salt
flat plains; 3 —— relatively low-lying
alluvial-lacustrine plains, primarily
with agricultural landg; 4 — lacus-
trine plalns with creosgol desert vege-
tation; 5 — alluvial-lacustrine and
alluvial-marine plains with creosol
desert vegetation; 2 — low and inter-
mediate mountain landscapes, formed
primarily by 1ntrusive rocks with chap-
arral and pine-Jjuniper forests: 6 —
sloping pledmont plains in combination
wlth foothill "insular" ridges; 3 —
landscapes of sand-clay accumulative
plains wilth creoscl desert vegetation
in combinaticn with isolated rildges
formed primarily by intrusive and vol-
canlic rocks with sparse-plne-juniper
forests: 7 — low-lying plains with
numercus aeolina forms and individual
"insular ridges; 8 — low-lying plains

with aeolian forms and infrequent (cont'd)
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albedo values due to the dark coloring of the volcanle rocks which
make up the plateau, which is only weakly masked by sparse vegeta-
tion and is identified in the picture by the very dark tone, the
only darker tone.being that of the water area of the Gulf of Mexilco.
The volecanic plateau stands out clearly in the form of an irregular
circular spot on the lighter background of the surroundlng plaln.
The small scale of the TV picture 1limits interpretation of the 1lmage
of most of the volcanos and lava flowsj; nevertheless, we can differ-
entiate on the picfure the larger volcanic forms, which are identi-
fied by the'relatively darker tone and the circular, in the form of
freckles, image.

y, The landscape of the flat accumulatlve plain with extensive
development of aeolian forms and sparse creosol scrub desert vegeta-~
tion shows up in the Gran Deslerto. Within the limits of the Gran
Deslerto, the plainlike nature of the terrain 1s infrequently dis-
rupted by "insular" ridges, but far more often we find here aecllan
forms and, on the whole, the landscape has a high degree of structure
uniformity. As a result of the bright colorling of the Quaternary
deposits making up the plain and the sparseness of the vegetative
cover, the  landscape is characteriged by quite homogenecus, rela-
_tively high albedo, and is represented on the TV picture by a quite
homogeneous light gray tone. One of the "insular" ridges, formed by
darker colored ilntrusive rocks, can be clearly identifled 1n the cen-
tral and eastern parts of the desert on the light background — 1fs
image stretching from the NW to the SE as a dark streak.

In conclusion, we can say that experiénce in interpreting the
TV image of a comparatively thoroughly studied region of the Earth

(Figure caption cont'd)

"insular" ridges; 9 — plains in combination with narrow, subparallel
"insular" ridges; 10— very rugged volecanle plateau; 11 — plains
in combination with "insular" ridges with extensive development of
elements; 12 — plains in combination with nonorlented, primarily
large "insular" ridges; 13 — plains 1in combination with numerous
"insular" ridges of differing orientatilon; 14 — intermontalne land-
scapes formed by volecanic and intrusive rocks, with pine and plne-
Juniper forests in combination with bolsons; 15 — river valley
landscapes; 16 — break 1n image reception
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indicates the advisability of using such images for geologlcal and
geographlc studies of those regions of the earth for which original
space photographs do not exist.

10.
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USE OF TV PICTURES OBTAINED FROM WEATHER SATELLITES TO
STUDY THE GEOLOGICAL STRUCTURE OF THE EARTH

I. I. Bashilova

The television pictures which serve as the primary materlal for
the present paper were obtained from Earth satellites of the Meteor
system, and are intended for meterologlecal studles. All the tele-
vision pictures were recelved at the Gidrometcenter (Hydrometeorology
Center) of the USSR. The pilcture format was 66 x 66 mm, the scale
was 1 : 6,200,000 ~ 1 : 7,500,000. The theoretical resolution of
the television pictures is 1.25 km; in practice, the human analyst's
eye can distinguish objects on the picture no smaller than 1 mm, l.e.,
7 km on the ground. The pictures may have significant dlstortilons
and numerous lnterferences associated with image transmission; all
this makes their interpretation difficult.

A region encompassing part of Central Asla, the eastern part of /159
Ir;n, and the western regions of Afghanistan and Pakistan was selected
for detailed interpretation. Tectonically, this area is part of the
Turansk platform and the adjacent alplne folding region to the south.

The approximate area of the regleon 1is 2,500,000 kmz.

A montage of television pilectures of varying quality was put
together for the descrilbed region.

The television pleture interpretation technique does not dilffer
significantly from interpretation of conventional aerial photographs.

190



Interpretation of the features ldentified durlng analysis was
accomplished by comparing these features with physical, geographic,
geological, and tectonic maps. It was found that some of the iden-
tified objects correspond to natural objects of geographlc or geo-
loglcal content, the other (smaller) part consilsts of televislon
imaging defects and acts as nolse 1n analysis. It was found that
all the large geographic objects shown in a physlcal map of scale
1 : 5,000,000 could be identifled and recognlzed on the television
plictures, )

Analysis and interpretation of geologlcal objects are more com-
plex processes than lnterpretation of geographle objects. However,
the very first experiment 1n the study showed that the differences
in tonality on the televislion plctures can be explained by the dif-
ference in the compositlon of the geclogical formations making up
the particular portion of the region.

The light phototone with several comparative gradations from
white to light gray and the dark phototone from gray to dark gray
are easlly noticed on the television pictures. The lighter phqto—
tone corresponds to loose Quaternary deposits, whlle the dark photo-
tone corresponds to bedrock.

The Quaternary deposits can be separated from the older forma-
tions quite reliably on the basis of the television pictures of the
studied region. The fine phototone shades make is possilble to sepa-
rate the Quaternary deposits with respect to the genetic types shown
on maps of corresponding scale. -

The first attempt to Interpret and analyze bedrock of different
ages led to the conclusion that so far we can identify the bedrock
from television pibtures only very arbitrarily, the boundaries be-
tween the 1nterpreted litheological. and stratigraphilc rock complexes
are not visible 1n many places and, therefore, the contours remain
unclosed.
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The most interesting and valuable informatlion extracted 1n
analyzing the television plctures relates to the tectonle structure
of the region, and the television-photographic image pattern rather
than phototone plays the primary role in interpreting regional tec-
tonles. In analyzing regional tectonics by comparing the interpre-
tation diagram wlth the Tectonic Map of Eurasia to scale 1 : 5,000,000,
it was found that segments having the same image pattern belong to a
common structural region, whlle segments having different lmage pat-
tern beleong to different structural regilons.

The Turanskaya platform, as a whole, 1s characterized by a uni-
form gray phototone without any pattern, with individual dark spotty
and striped segments. This television-photographic [felephoto]
image pattern corresponds to individual uplifts — regions of Her-
c¢ynlan folding 1n the eastern part of the Turanskaya platform.

The alpine folded belt is identified on the television pictures
by the very marked nonuniform spotty, at times clearly banded, pat-
tern of the telephoto image.

All the large and small depressilons ¢f the alpine folded belt
are characterized by a light phototone wlthout pattern, and are
easlly interpreted.

The areas of alplne geosynclinal folded complex have a very spe-.
¢ific telephoto image pattern, characterized by narrow and sinuocus
dark strips, corresponding to ridges.

Ancther structural unit, foundatlon projectiocns, has s different
telephoto image pattern. This can be noted even on plctures of poor
quality. There are two areas wlth foundation projections in the
region described. 1In spilte of the fact that these segments are not
equal in area,we can note similarity in thelr images on the televi-
sion pictures: isometriclty dominates in theilr form and they are like
pleces of flat blocks. A small area in the Kopet-Dag ridge reglon
looks llke a "foreign body" among the fine sinuous strips of the
geosynclinal folded complex pattern.
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An area in the west of the region between the Lut depression
and the Namakzar depression has a telephoto image pattern which 1s
characteristic and markedly different from those described above.
This pattern can be termed mosalc. Less sharp than for the geo-
synclinal complex areas, thils pattern without dark stripes bands
(ridges) makes 1t possible to assume that thils region has possibly
experienced subsldence, and is simllar to the downfold regions.

The reglon between the Arabian Sea and the Haran depression has
a more or less uniform, finely banded pattern with clearly visible
white stripes of sublatitudinal direction (depresslions made by the
:Quaternary deposits). The pattern of the telephoto image of this
region is similar to that of the geosynclinal folded complex reglons
but differs from the latter in details. It 1s probable that the
region between the Arablan Sea and the Haran depression is a geo-
.synclinal folded complex region, formed by rocks of a different
structural stage than those descrilbed above. Thus, this region is
also described on the Tectonic Map of Eurasia. An area with mosalc- /161
banded telephoto image pattern is found in the scuthwestern part
of the region.

The mosaic-banded telephoto image pattern ls intermedlate be-
tween the geosynelinal folded complex region pattern and that of
the downfolding region. It 1is possible that this structural region
gan be treated as Intermedlate between the two indicated types.

The area of the Predkopetdag frontal downfold 1s emphasized on
the television plctures by a white, uneven, cloud-like strip, owing
to the proluvial Quaternary deposlts. A similar strip 1s observed
along the coastline of the Arabian Sea. In other words, these re-
glons have a similar telephoto image pattern on the television plec-
tures, which provides a basls for posing the question of whether
the Arabian Sea coast area 1s a frontal downfold.

Discontinuous fractures are easlly and quite completely identi-
fied on the television pictures. Faults show up differently, but do
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not differ essentially from thelr conventlional appearance on
aerial photographs.

Thus, when comparing the regional tectonic pattern formulated
by Interpreting the television pilctures with the Tectonic Mpa of
Eurasia (map scale is coarser than the televislon pilcture scale),
all the largé regional structural forms were ldentlfied and had a
quite deflnilte telephotc image; some structural features which are
not on the mentioned map were also ldentified, and this information
altered somewhat the i1deas on the tectonlc structure of the deserilbed
region. These differences in tectonlc pattern from the Tectonle Map
of Eurasia reduce to the following.

The Namakzar Depression in the central part of the region is
separated by a folded area and faults from the Southern Afghan de-
pression. On the Tectonic Map of Eurasia, these areas show up as
a single extensive depression.

The Southern Afghan depression is surrounded by faults, and is
possibly a graben. These faults are not shown on the Tectonic Map.

Faults of very long length with meridional and submeridicnal
dlrections which are not shown on the Tectonlc Map were detected.

The Mekranskaya depression, which 1s shown in the Tectonlic Map
of Eurasla, can, on the basils of 1ts interpretive characteristies,
be consldered an edge downfold.

In the southern half of the region, we can ldentify six large
areas (not counting the foundatilion projection) which can be inter-
preted as separate and individual structural zones. On the Tectonle
Map of Eurasia 1n thls part of the reglon, we see two structural /162
stages and a single substage of the geosynelinal folded complex.

Thus, the first experimental study showed that television pic-
tures of the Earth from space can be used for geological and struc-

tural analysis.
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GLOBAL SMALL-SCALE LUNAR CARTOGRAPHY

Yu. N. Lipskiy, Yu. P. Pskovskiy, Zh. F. Rodlonova,
V. V. Shevchenko, V. I. Chikmachev,
L. I. Volchkova

Creation of a map of the entire lunar surface first became pos-
sible after photographing of the back side by the Soviet automatile
Anterplanetary stations (AIS) Luna 3, in 1959, and Zond 3, in 1965.
On the basis of the Luna 3 plectures, Shternberg State Astronomical
Institute [GAISh], together with TsNIIGA1K (Central Scientific
Research Institute for Geodesy, Aerial Photography, and Cartography)
prepared the first Map of the Back Side of the Moon in 1960.

The axes of the Luna 3 photographlc cameras at the moment of
exposure nearly coincided with the direction of the solar rays, which
created lightling c¢conditions similar to full moon conditions. The
lack of shadows, typlcal of full moon conditions, made recognition
of the lunar formaticns and theilr charscteristies diffiéult. Various
metheds, including the method of photometric sectidns, were used to
improve the recognltlonal properties of the photogfaphs. As a re-
splt, it was possible to ldentify about 400 formations. Similar
operatlons were carrled out to analyze the Luna 3 plctures,; both at
Pulkovo and later at the University of Arizona. " The difference in
the number of identified formations is due to the different methods
used. Nearly 90% of all the formations shown on the map prepared
by Shternberg State Astronomical Institute and TsNIIGA1K were con=-
firmed by later photographs of these areas.

The eastern sector of the back side of the moon was photographed
by the Zond 3 spacecraft. A large poftidn of the plctures were ob-
tained with oblique 1llumination of the surface by the solar rays.
The resclution of these plctures is nearly the same as that of the
rhotographs obtained by modern telescopes at ground-based observa-
toriles.
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The pictures of the Luna 3 and’ Zond 3 AIS were correlated in
the selenographlc coordlnate system. The series of Luna 3 plctures
covered 25% of the eastern edge zone, whlle the initial pictures of
the Zond 3 series covered 50% of the visible hemisphere. The refer-
ence points used were points from the summary catalog of spatlial co-
ordinates of reference polnt, prepared at the Main Astronomical Ob-
servatory of the Academy of Sclences of the Ukraine SSR. On the
basis of this information, GAISh and the Topographic and Geodesic
Service of the USSR prepared in 1966 the first geodeslic Complete
Lunar Map and a complete Lunar Globe, reflecting 95% of 1ts surface.
Since the Luna 3 and Zond 3 pictures did not have adequate overlap
with one another, and the extension of the selenographlic network was
made separately from the west and from the east, there was an un-
avoidable shift in the grids, maxlmum at the 180th meridian.

In 1966 - 1967, the American Lunar Orblter spacecrafts repeated
the photography of the back slde of ‘the Moon with higher resolution.
The guestion arose of a second edition of the Complete Lunar Map
and Lunar Globe.

The primary information for complling this map were the photo-
graphs of the visible hemisphere obtalned by Earth-based observa-
tofies, the Luna 3 and Zond 3 pletures, and a small number of Lunar
Orbiter pictures. The surface of the visible side is reflected gquite
completely in photographic atlases of the Moon. The best of these 1s
"~ sti1ll the Kuiper Photographic Atias [1] and the Rectified Atlas [2].
However, we should bear in mind that all parts of the lunar disk
are not covered by equivalent data. On plctures obtained by Earth-
based telescopes, we can differentiate in the center of the disk de-
tails larger than 700 m, while at tpe edge this quantlty reaches 5
km. Mbreover, at the edges of the disk, the image 1s highly dis-
torted because of perspectilve.

However, the photographs of the lunar surface from space are

obtained from different dlstances, with_different obliquity, dif-
ferent aspects, and different lighting conditions. These factors
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alone created problems in preparing the material for drawing the

maps . Moreover, the appearance of the lunar landscape changes mark-
edly as a function of the lighting. However, on the map, the rellef
must be represented for some specially selected lighting conditlons.

As a rule, the lunar surface pictures obtained by spacecraft are
perspectives. In preparing these materials for compositlion opera-
tions, we must exclude both the distortions caused by deviatlion of
the photocamera axis from the vertical to the surface and the dis-
tortions resulting from curvature of the surface. Usually, they are
eliminated by phototransformation and projection onto a sphere. The
Complete Lunar Map to scale 1 : 5,000,000 was constructed in ah arbi-
trary cylindrical projection up to the 60th parallel, maintaining the
scales at the parallels + 30°. The regions near the poles are pre-
sented in an azimuthal projection, again to a scale of 1 : 5,000,000,
in contrast with the first editlon, where the polar caps were pre=-
sented to a scale of 1 : 10,000,000. The catalog of 500 reference
points of the Main Astronomical Observatory of the Academy of Scl-
ences of the Ukraine SSR was used as the system of reference polnts,.
The correlation of the plctures of the back slde 1In the unified
selenographic coordinate system was accomplished by proJection onto
a sphere, the method developed 1n the Divislon of Lunar and Planetary
Physics of GAISh. The result was refinement of the selenographic
coordlinate system on the back hemlsphere,

The.1ldea of rectiflcatlon on the basis of orilenting points in-
volves comparilson of the photographlc image projected ontoc a spheri-
cal séreen {(Figure 1) wlth the images of certalin contours or points
of the given surface segment, plotted on the spherical screen to a
given scale from the known cocordinates of these features. Thus, the
proJector with speclally prepared slide Inserted 1s positioned at
that polnt 1n relation to the surface of the spherical screen which
the spacecraft lmaging camera had at the Instant of exposure, rela-
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tive to the lunar surface. Thils technique was used to correlate the

Zond 3 pictures covering the area from -60 to 170° in longitude, and
from +40 to -50° in latitude. The mean square error on the photo-
graphic map does not exceed + 30' 1n latitude and longitude [4].
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We see from comparison
of the newly correlated grid
with the first edition of
the Complete Lunar Map that
there was, on the latter, a
constantly accumulating
shift of the grid. The pos-
8ibility of error accumula-
tion when shifting from pic-
ture to picture, and the
appearance of a general
shlft of the entire grid
was noted in the Atlas of
the Back Side, Part 2.

In addition to the
strip of pictures from Zond
3, several picﬁures from the
Lunar Orbiter spacecraft,
comprising two other
strips, were correlated
(Figure 2). However,
the correlation accuracy
in these regions is
about + 2°, since the
available Lunar Orbiter
pictures did not have
adequate overlap. The
correlation is also re-
fined in the new edi-
tions of the American
maps. The deviations
are of a random nature.
However, in the east-

ernisector region, the
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Figure 1. Spherical screen
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Figure 2. Correlation of pictures of the
back side of the Moon:
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'position of the meridian and parallel grld on the American maps 1s
approaching nearer and nearer that given in the Complete Lunar Map, .
second edition.

One of the technigues for independent selenographlec correlation
oflthe pletures of the back side was that of determihing the selenoﬂ‘
graphic coordinates of the observation point form the poéition of the
Earth's disk above the lunar horizon [5]. The initial data used is
primarily the information contained in the image itself. This tech-
nlque was used to tie the Lunar Orblter spacecraft pilctures to the /166
limb region of the western sector of the back side and the Zond 6
pletures to the eastern limb region. In the first case, the coor-
dinﬁtes of the photographing point were determined to within AR + 257
and AM * 15'. The calculated accuracy of selenographlc coordlnate
grld plotting was AR + 15 and AX + 10'. Shift of the grld relatlve
tb the plcture because of the error in determining the azlmuth of the
Earch occurs only in latitude in the limits of + 10'. However, the
calculated grid coincides with a regilon close to the 1limb, where the
influence of perspecﬁive distortions and relilef 1s particularly strong,
which may lead 1n many cases to more significant errors.

The vertlcal grid control of the eastern sector of the back slde
of the Moon is characterized by computational errors of the sub-
vehicle point: AX + 30' and AB + 157, The corresponding errors of
selenographic grid location were AXx + 0°, 7 and AB+ 0°, 1. Compari-
son of the data of contrcl by the astronomlcal technigue and by pro-
Jection onto a sphere showed that the dlscrepancies between them are
random and are evaluated by mean object position errors of Ax + 0°, 6
and AR + 0°, 7.

The primary content of the Complete Lunar Map is the surface re-
lief and its tonal characteristics. In preparing the map,'particulaﬁ
‘attention was devoted to the variety of lunar rellef forms. Forma-
tions of the crater type occupy a large part of the lunar surface.
The marla, which have dark coloring 1n contrast wilth the light con-
tinents, amount to about 16% of the entire lunar surface.  The large
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mountaln massifs are most frequently the boundaries of maria of
regular form (Figure 3).

The lunar craters are formations which are varied in size and
structure. They differ, first of all, in such characteristics as
the wall condition, presence of a central peak, characteristics of
the floor, and so on. However, among this variety, we can identify
certain general patterns relating to lunar crater structure. For
example, the crater depth is small in comparison with the dlameter,
the crater flcor lies below the sourroundling surface, the helght of
the outer wall is less than the crater depth, the curvature of the
1nner slope 1s greater than that of the outer slope.

Troughs, cracks, and domes are encountered in the maria. More-
cver, for the same scale, some portlons of the maria appear darker
and others lighter than the surrounding surface. All these charac-
teristles of the lunar rellef were shown by the "washout" technlque,
i.e., by a halftone pattern. However, if we display the lunar relief
for some one lightlng conditlon, then many of 1ts characteristices
wlll not be depleted. The shadows of rellef details are clearly
seen under coblique lightling, but the ray systems which are wvisible
at full moon are hard to distinguish, and the gentle maria walls can
be identified only with a low sun position (Figure 4). A certain
arbltrariness in lighting selectlion was used in order to increase /167
the Informatlion content of the map. The average angle of solar ray
incldence was taken as 60° with washout of the large rellef forms.
However, the ray systems, low maria walls, and other similar forma-
tlons were shown in greater detall than is possible for this solar
ray incidence angle. In other words, each detall of the lunar relief
was depicted under lighting conditions which are optimum for the
particular detail. Moreover, the contrast between the maria and
continents is speclally emphasized on the map. Individual mockups
were prepared in order to ldentify the marla boundaries.

The color spectrum of the map was selected not only wilth account

‘or the natural coloring of the lunar surface, but also with the ob-
lective of achleving maximum expressiveness.
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Standardization of lunar place name nomenclature in the Russian
language was particularly important. We can still find in the lunar
literature two or three different forms of the same name. For ex-
ample, the Sea of Crises is term the Sea of Hazards cor the Sea of
Shipwrecks. Such arbitrary translations can be encountered quite
frequently. Different versilons of the same features are alsoc en-
countered in Latin. A catalog of lunar place names 1n the Russian
and Latin 1anguagés was complled by the Division of Lunar Physics of
GAISh for the first edition of the Complete'Lunar Map. Thls catalog
was revised for the second editlon with the aid of the bibliographic
section of the Moscow State Universlty library and specialists of
the corresponding unliversity departments.

All the lunar feature names approved by the International Astro-
nomical Unicn are indicated on the second edition map, and the names
on the eastern sector of the back side of the Moon, proposed by the
commisslon of the Academy of Sciences of the USSR in 1967 and pub-
lished in the Atlas of the Back Side of the Moon, Part 2, are also
glven. All the current names are shown in the place-name 1list on
the map in the Russian and Latin transcriptlion, and indexes are pro-
vided with the ald of which 1t 1s easy to find any feature. Some
information on our natufal satelllte is presented in the reference
data, provided separately.

A lunar globeAtdfgﬁﬁre:EZEZEﬁ;QQé;GGQWWas prepared along with
the pqeparation of the Complete Lunar Map.)] The .scale of the globe,

5‘\'(2"\

half that of the map, led to some selection and generalization of
the rellef forms. The advantages of the globe are well known. The
globe permlts malntalning simultaneously geometric similarity of con-
tours, eact proportions7of areas, and identical scales in all direc-
tionsg. Silnce the lunar globe deplcts most accurately the outlines

of the marla and contlinents and thelr positionling relative to one ‘
another, it serves as 'a visual aid in studying the natural satellite
“of the Earth

Preparation of the globe 1n two verslions in the Russilan ahd
Latin languages 1s of great lmportance.
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The Complete Lupar Map to scale 1 : 5,000,000, and the lunar /168
globe to scale 1 : lﬁ@, were prepared by GAISh together with the
Topogeodesic Service of the USSR‘under the sclentifle gulcance of

Yu. N. Lipskly.

The Complete'Lunar Map is intended for the resclution of several
scientific problems assoclated with study of the Moon and distribu-
tion of the formations on lts surface.

The maﬁ navigational projection permits using 1t for plotting
the traces of artificial lunar satelllte trajJectories and designing
- space experlments. The individual sheets covering the visible slde
of the Moon can be used successfully for telescoplc observatlons.
This map can serve as the basis for plotting thereon all sorts of
additional information desceribing, for example, physlcal properties
of the surface, parameters of the lunar medlium, gecloglcal structure
of the Moon, and so on.
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IDENTIFICATION CHARACTERISTICS OF CERTAIN LUNAR
RELIEF FORMS ON PICTURES OBTAINED FROM
' SPACECRAFT

V. I. Kravtsova

We have restricted our objectivés to détermining-the recognl-
tional characteristics of rellief forms of a single type (dimple
craters on the surface of maria), bearing in mind that thils 1s one
of the most common lunar surface relief forms. We shall arbitrarily
consider craters as closed, negative relief forms, eircular in plan-
view, and symmetric relative to the ceﬁter.

The phototone differences on lunar pictures are assoclated basic- /169
caly with the surface relief, and are caused elther by the presence
of shadows or the peculiarities of the illumlnation of surface ir-
regularities, which leads to a unigue distribution of image bright-
ness 1n craters of different profile. These two factors — shadow
and the nature of image brightness distribution — wlll be used as
the relief form recognitional characteristics. Since forms having
llameter/depth ratio d/h = 10 and more, i.e., with average Sldpe
angles less than 11°, are the domlnant lunar crater form, there is a
shadow image only on plctures taken with very low sun altltudes.
Eherefore,qalthough the shadow 1s a more definite characteristie,
lndicating more exactlj the nature of the form profile, the use of
hie characteristic is limited to pictures taken with low sun alti-
;udes. Moreover, in the presence of shadows, it 1is impossible to
.dentify surface detalls In the area occupied by the shadow. Bright-
1e8s differences are a more stable characteristic, and appear on
»letures taken with various sun altitudes. However, the edges of
ipots of different brightness are considerably less sharp than the
vhadow edges; therefore, theif'donfiguration;is comparatively'leSS
lefinite than that of the shadow, so that 1t 1s more difficdlt to
letermine visually the nature of the relief form profile from the
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pbrightness. In thils case, it 1s possible to identlfy surface details
over the entire formation area.

Shadows as crater identification characteristics. In order to

use the shadow image as a relief form ldentification characterlstic,
it 1s necessary to know what shadow configuration 1s typlcal of the
various formations under different lighting conditions. This has
led to the preparatlon of a Shadow Atlas, indicating the shadow con-

- figuration for a definite set of relief forms wlth different profille
and diameter-depth ratio for different lighting conditions {(with sun
altitudes from 10 to 45°).

The set of relief forms used in the Atlas included 40 shapes,
representing various combinations of spherical and conical surfaces
(Figure 1). Two groups of forms with ratio d/h = U and 10 were in-
cluded. Forms with pointed and flat bottom were used. The baslic
primary forms with pointed bottom were the cone, spherical segment,
and the shape formed by rotatlon of a convex arc. The forms wlth
flat bottom were the truncated cone, truncated segment, and a cir-
cular half-barrel formed by rotation of a gquarter circle. Further
elaboration involved making these basic shapes more complicated by
adding additional shapes, whlch included positive and negatlve conl-
cal and spherical shapes embedded into the basic shapes. The set
also includes complex shapes formed by combining conlecal and
spherical surfaces.

o~

Two techniques were used to determine the shadow configuration
in the craters — experimental determination of the shadow edge by
illuminating the models of different profile shapes with a parallel
light beam and geometric construction of the shadow edge using
vertical section of the formation in the direction of'the solar rays.

For all the shapes, we first constructed five vertical sections
(through 0.6 R}. By drawing through the edge of each section a line
parallel to the solar rays, we obtained on the superposed vertical
sectlons a series of points lying on the shadow edge; the ensemble
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of such points on the horizon-

tal projection of the shape
¥lelds the shadow contour.

The graphical con-
structlons were supplemented
by analytic determination of
the position of certaln
points of the shadow edge,
particularly the edge shadow
points (on the lips of the
forms}, which are not well
defined graphically. We
also calculated the location
‘of the shadow boundary
points on the bottom of the
flat-bottom relief forms and
on the walls of the positive
supplementary forms. These
calculatlons facilitate the
graphical constructions and
provide a check on the
latter.

Analysis of the shadow
configuration of the U0
shapes présented in the At-
las shows that all the ex-
amlned varieties of relife
‘have their own characteris-

} IT. Forms with ratio ratic D/h =

r—p

! ‘ . m”
- gr——
| gyt )
' ' ¢. Mixed
B — l‘l\/
a b

I. Forms with ratlic D/h = 4

a. Basic ,

R N F‘\/’ NI

b. Compllcated by addnl. forms
§ S N E AW N [ LN
RN AN NS [P
‘“ ~ PN k\g,/ M~
8~ N s
| c. Mixed
15~ N |

BasiE: r:_

b. Complicated by addnl. forms.

c d - e -

Flgure 1.. Set of relief shapes
used 1in Shadow Atlas

Forms with pointed bottom: a —
with conical walls; b — with
spherical walls; ¢ — formed by ro-
tation of an arc. Forms with flat
bottom: d — with conical walls;

e — with spherical walls

tic shadow confilguration pecullarities. Figure 2 shows six shapes
in which those with pointed bottom differ markedly from the shapes
with flat bottom. The former have a convex shadow boundary {except

for the spherical shapes at high Sun angles)} in the latter the con-

vex shadow boundary near the edges of the shapes is replaced by a

concave boundary on the flat bottom.
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Figure 2. Shadow conflguratlon in certaln relief forms for
different Sun altltudes

The conlcal shapes have a shadow boundary in the form of a
parsbola, as the sun altitude deereases the shadow narrows:!: the
spherical shapes have an arc-shaped boundary, and as the sun altitude
decfeases, the shadow remains broad. The shapes formed by rotation
of a econvex arc have a leaf-shaped shadow located in the center of
the formations and slightly elongated in the direction of the light
source, which makes 1t possible'to identify shapes of this proflle

reliably, but does not indicate the posltlon of the formation
boundaries. '

The flat-bottom shapes — truncated cone and the circular half-
barrel — are easily differentiated on the basis of thelr shadow;
characteristic of the former 1s a crescent-shaped or trapezoidal
shadow with sharp breaks of the ocoundaries upon transitlion from the
flat bottom to the walls and nearly straight lines of the boundaries
on the walls; characteristic for the latter are smooth shadow bound-
aries having a convex shape for low Sun helghts, convex-concave (in
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the center) for intermedlate sun helghts, and a concave shape for
high Sun angles. The shadow 1n the truncated spherical segment is’
similar in configuration to that 1in the truncated cone, although the
abruptness of the breaks in the boundarles upon transition from the
flat bottom to the walls 1z 1less. '

In most cases, the presence of the supplementary complicating
shapes is well reflected in the shadow configuration; however, the
ldentifiability of the positive supplementarj'ShEpes is poorer than
that of the negative shapes. The combined relief shapes have unlque
shadow spot patterns.

The location of the edge shadow polnts, exactly definable mathe- /173
matically for each shape, cannot be used as a shape profile ldenti-
fying characteristic or for determining the wall slopes (because of
the small change of point angular position with change of wall

steepness).

In addition to the relief shape profile nature, the shadow can
also be used to determine the shape diameter-depth ratio — d/h.
This can be done qulte accurately for the flat-bottom shapes (on the
basls of shadow length), and also on the basis of the portion of the
digmeter cccupled by the shadow. Tables, nomograms, and templates
have been prepared which make it'possible to determine both d/h and
formation depth. :

It 1s advisable that the problems of determining the relief
shape profile, d/h, h, and the wall slopes be solved Jointly. For
this purpose, we prepared, on the basis of the Shadow Atlas, gaging
templates (Figure 3) on which were displayed the shadow configuration
of seven basic shapes with different ratio d/h = 4 - 20, and differ-
ent d (3 - 30 mm). The templates were prepared for working with plc-—
fures taken with Sun altitudes of 10 and 15°.

Pictures taken wlth sun altitudes of 10 - 20° are optlimum for

ldentifying lunar relief forms from their shadows. It 1s true that
plctures taken wlth very low Sun altitudes (on the order of 5 - 10°)
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Figure 3. Template for determining relief shape proflle and
ratio d/h from shadow configuration on pictures taken with
Sun height 15°

are best from the viewpoint of number of shadows generated. However,
for these altitudes, the shadow configurations of different shapes
may be similar to one another; moreover, the nature of the bottom —
pointed or flat — 1s not reflected in the shadow pattern on such
pictures, and the supplementary forms are not visible.

Image brightness distribution as crater identificatlon char-
acteristic. Because of the unigue nature of light reflection from
the lunar surface (elongated, pear-shaped scattering indicatrix),
its brightness depends not only on the incident light flux and sur-
face albedo but also on the photometric function ¢, which can be
defined as each point by two angles (Figure 4): g is the angle be-
tween the line of sight and the solar ray, and o 1s the angle between

the normal to the surface and the line of sight projected onto the
g plane. ‘ ‘
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Figure 4. Illuétration‘for determining the photometric
funetion $:

a — for the cane of planview photography of surface point;
b — for the case of planview photography of sloping sur-
face segment; ¢ — graph for determining variation of the

magnitude of the photometric function ¢ as function of sur-~
face slope a for different sum phase angles g

For a constant angle g (within the limits of the central part
of a single vertical picture), the photometric function becomes a
function of the angle &, 1.e, the surface slope in the direction of
the solar rays. This situation 1s the basis of the photometric
method for determining relief from plctures. We shall use it for
other purposes — to identify craters of different profile on the
basis of the configuration of spots with different brightness of the
image on the plctures. Spots with different brightness are separated
by isocllnes of the photometric function .

To construct the ¢ isolines, we used the technlque of vertiecal
sections (for spherical forms), and radial sections {(for conical
forms). After determining o on the section lines in the projection
cn the g plane, we then find the values of ¢ for the same polnts.

The results of the construction for some forms are shown in Flgure 5.
The constructions of the ¢ isolines were performed for sun altitudes
of 20 and 30°.

In the spherical relief forms, the ¢ isclines are arc-shaped;
the arc in the hemisphere divergg from 1ts poles, the values of ¢

(for Hs = 30°) vary from ¢ ax = 0:35 at the edge of the hemisphere

to ¢ = 0.27 at the shadow boundary; in the other spherical forms,
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the arcs are less steep, do not converge at the poles, and the maxl-

mum values of ¢ reach magnitudes less than 0.35 (for d/h = y, ¢max =

0.304; for d/h = 10, ¢ = (0.252); therefore, the values of ¢

max
decrease somewhat near the shadow boundary.

In the conical relief forms, the & isoclines coincide with the
generators of the cones. The values of ¢ vary from Qmax = 0.295

for d/h 2, ¢ = 0.262 for d/h = 4 and Qmax = 0.232 for d/h =

max

10 to ¢ 0.2 on the initial diameter, and ¢ = 0 on the edge shadow
polnts. As a result of this last situation, the apparent shadow
boundary 1s distorted in the conlcal forms.

Tn the relief forms with flat bottom, the values of ¢ are the
same on the entire bottom sumrface (on the horizontal surface, ¢ =
0.20). The form of the 1scllines on tﬁe walls depends on the surface
used to form the walls: on spherical walls the isolines are arched,
on conical walls they are radial. A combination of the arched and
radial ® isolines is characteristlc for the mixed shapes, while for
the relief shapes complicated by supplementary forms, the character-
istic patternis the superposing of oné isoline pattern on the other,
and the isolines may terminate within the forms and not contlnue
one another.

Thus, characteristic for all the relief forms studled is a
unigue pattern of the & 1solines, which favors use of the configﬁra—
tion of spots of different brightness as the rellef form profille
identifying characteristic.

The connection found by F. M. Truskov between the ¢ values and
image optical density on our pictures, valld under several assump-
tions, makes it possible to transfer from the ¢ isolines to the iso-
lines of the picture image, density D expected for varlous relief
forms. Considering the density intervals discernible by the eye,
we obtained the conflguration of the brightness spots which can he
seen by the eye for the different relief forms and, using prepared
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Figure 6. Models of photographic image of certaln re
and constructed using isolines of the photometric fun
sity D for pictures taken with Sun altit:

altitude 30°
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densities from differently exposed photographic paper, we made models
* of the photographic image of these forms {(Figure 6) for the speclfilc
plcture with which we were to work. Master curves for identifying

the forms on the baslis of lmage brightness distribution were pre=-
pared using these materlals.

In order to verify the possibllity of using the proposed tech-
nigue, we conducted experiments involving interpretation of Lunar
Orbiter pictures. We selected two reference areas, one of which 1s
covered by pilctures from two orbifs made wilth approximately the same

~“Sun altitude (30 and 28.5°), as a result of which stereocscople ana-
lysis of the area is poséible as a check of the interpretation. For
the othef area, we have pletures taken with different sun altitude
(10 and 20°), which makes it possible to interpret these plctures
independently by two methods: on the basls of shadow configuration
using the "shadow template" (for thé pleture with Hz=10° ), and on
the basis of brightness distribution using the "brightness template".
Both forms of interpreting template were speclally prepared for these
pictures. The plctures of the reference areas were interpreted in-
dependently by several analysts. The following characteristics were
determined during the interpretation: crater dlameter, ratio of
diameter to depth, sharpness of the 1lip, and nature of the crater
profile. The experimental verification showed adeguate rellablility
of the determination of these characteristics. Craters of seven
different types (based on profile nature) were ldentified on the
reference areas wlth the discrepancies in crater form for the dif-
ferent analysts and when using the different methods amounting to no
more than 1%4. The ratio d/h is determined with somewhat greater
ambigulty.

A morphological map of the surface which lncludes the following
factors can be complled using the proposed identification ftechnique:
erater profile nature, crater dlameter, ratlo of diameter and depth,
sharpness of the 1lip, and distribution density of the forms. | Several
ZEEditions were assumed in developing the interpretive templates.

We assumed that the operation was carried out using a planvlew picture
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and constant angles g within the limits of the plcture, and we also
assumed that the craters are on é horizontal surface. Therefore,
for further use of the proposed identification technique, 1t is

' necessary to analyze how plcture obllquility, varlation of the angle g
in the limits of the picture, particularly at the edges, and the
general slope of the surface into which the forms are cut affeét'the
conflguration of the ¢ 1solines..

!

i ON ' THE DETERMINATION OF CERTAIN ASTRONOMICAL, SELENODESIC,
AND GRAVITATIONAL FARAMETERS OF THE MOON

Ye. P. Aleksashin, Ya. L., Ziman, I. V. Isavnina,
V. A. Krasikov, B. V, Nepoklonov,
B. N. Rodiconov, A. P, Tishchenko

Probiem formulation. We examine a method for Joint construction /1

of a selenccentric fundamental system which can be realized by a coe-
ordinate catalog of reference contour points uniformly positioned
over the entire lunar surface, and determination of the parameters
characterizing the gravitational field, rotatlion, and orbital motion
of the Moon.

Characteristic of the problem formulatiocn 1s the introduction
of a new complex of iconometric measurements which can be made using

plctures obtained from an artificial lunar satellite <ALS)-flg—2y-dF

The proposed method can be used to solve similar problems on any
other planet for which surface images can be obtained from a space-
craft.

Iconometric determinations are an effective technique for study-

ing planets from spacecraft. Their accuracy is independent of the
distance between the planet belng photographed and the Earth. With
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proper selectlon of the orbit of the vehicle carrylng the camera
equipment, iconometric observations can be made at practically any
points of circumplanetary space. An important advantage to ilcono-

metrlc determinations is the fact that they permit solving the posed

problem and finding all the elements mentloned above, with the ex-
ception of the orbital parameters of the planet being photographed,
without the use of any measurements from the earth. It will be pos-
sible to construct on the Moon, in the very near future, a global
reference grid and correlate it directly with the gravitational fileld
parameters, only on the basis of iconometric observations from space-
crafB»

Characteristic of the proposed technigue for solving the problem
is the joint statistical analysis of all forms of measurements: orbi-
tal iconometric, Earth-based trajectory, and also a priori informa-
tlon on-the parameters in duestion which 1s known from Earth-based
astfonomical studies..

Coordinate systems, parameters being determlined, and basic data.
We introduce the following right-hand rectangular coordinate systems,

Vehicle-fixed system with origin at the mass center of the ALS;
the axes lle in the direction of the satellite structural axes. The

poslitlions of the images of the photographed points are specified in
this system by the vectors F.

Selenocentric system wilth origin at the mass center of the Moon;
the absclssa and applicate axes colncide wlth the longest and short-
est axes of the lunar ellipsoid of lnertlia, respectively. The posi-
tion of points in this system are speclfied by the vectors R'.

Inertial system with orlgin at the mass center of the Moon; the
absclssa axls 1is directed toward the midpoint of the vernal equlnox
of the Earth to epoch TO’ fhe applicate axis 1s directed toward the

ecliptic pole. We denote the point position vectors in this system
by R.
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Geocentric syscem wilth orlgin at the Earth's mass center; the
abscissa and applicate axes are directed, respectively, toward the
midpoint of the vernal equinox and along the mean axls of rotatlon
of the Earth to epoch TO' Point locations in this system are spgci-

fied by the vectors R9.

We define ‘the orientation of the vehlcle, selenocentric, and
geocentric systems, respectively, in the inertlal system by the
matrixes O,®, and H. Then A

- R-R]
R'=mR, ' (2)
R®—RE=H'R, - (3)

where Ra 1s the inertial vector of ALS position; EE-is the geocentric
vector of lunar mass center position.

We express all the parameters being determined in the inertial
coordinate system at the instant to, and form the estimate vector ﬁb

ao = (ﬁa,p l_,ﬁ.’ ﬁe.o Ve.l ;v [ Zm IG! Eh E(.jrs ’ ( J-I- )

where Ra, ¥a and ReVe are the phase coordinates of the ALS and the

Eérth; W are the lunar gravitational-parameters fleld; c 1s. the maxi-
mum moment of inertia of the Moon, L 1s the kinetlc moment of the
moon; A are the Rodrigues-~-Hamllton parameters describing rotation of
the Moon (they define the elements of the matrix m)*; § (i=1,2... »)
are the Euler angles defining ei at the lnstant of photography-tpi;
Rij 1, 2..9) are the coordinates of the lunar surface points which form
the reference selenoéentric grid.

*The Redrigues-Hamilton parameters make 1t possible to represent 1n
more general form the differentlal equations of lunar rotation about
the center of mass, and remove the singularltles characteristic of
the angular variables [3].
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We shall consider that the estimate of the vector ﬁb 15 made

using the followlng measurement complex: Fé, ;fl

vectors of the star images and lunar surface polnts in the vehicle-

are the position

fixed coordinate system, referred to the photographing times tp,
where Fg and Fﬁl are determined by the measured coordinates of the

pleture points, the iconometric parameters of the imagling cameras and
the elements of their mounting on the spacecraft; D, b are the ALS
distances relative to the Earth-based measurement statlions and their
rates of change, referred to the cbservation times, and D and D are
measured by radiotechnical means at Earth-based measurement stations.

The measurement complex can be broadened. We can measure from
the Earth the ALS azimuth A and elevation vy, and their rates A, %.
We can measure from the ALS the distance d to definite points of the
lunar surface, the ALS ground speed W, and other elements.

The bagic data not subject to estimation 1lnclude: tt and t

are the trajectory measurement and photography times, ﬁs are the
inertial coordinates of the stars, Efg are the geocentric coordinates
of the measurement stations; Efﬁiﬂﬁ are the geocentric phase coor-
dinates of the Sun, Juplter, and other planets; ME are the masses of

the Sun, Earth, and other planets; H is the matrix of orientation of
the lnertial system 1n the geocentric system.

In sclving the problem, we assume that all the measurements and
a priori information on the parameters belng determined, obtained
from astronomical studies, obey the normal law with known second
moment matrlxes.

Coupling equatlions and problem solution algorithm. We write the
equations coupling the current values of the estimate vector with
the measured quantities in the form:
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Here, {=12..,5 are the numbers of the photographed stars; £=12,..m are
the times of Earth-based trajectory measurement;1;1;2,m,n are the
numbers of the ground-based measurement statlons; ﬁg are the inertial

coordinates of the photographed stars; B;=6M] i1s the orlentation

matrix of the bedy-fixed cocrdinate system in the selenocentric
system.

In solving the problem, we assume the following conditlons are
satisfiled:

1) on each pieture of the lunar surface, we select no less
than m images of polnts in the created reference grid; here m > 3 is

determined by the picture overlap ratio;

2) -each lunar surface reference point is represented on at
least two plctures;
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3) at least two stars are represented on each star picture;

k) the ground-based trajectory measurements are made from at
least two measurenent stations.

The first and second conditions permit constructing a triangula-
tion gird, including the photogr phed lunar surface points and the
observation points, and also permits determining in this grid system
the orlentation of the vehicle~fixed coordinate system at the ex-
posure times:. The third condition permits determining at each ex-
posure time the orilentation of the vehicle-fixed coordinate system
in the inertial system.

We shall consider the vector Q of current values of the para-
meters being determined as a functlon of the vector ﬁb of estlmates,

which 1s the solution of tiHe differqntial equations of the perturbed
spacecraft motion relative to the lunar mass center, the differential
equations of lunar rotation relative to its mass center, and the
differential equations of the perturbed motlon of the Earth relatlve
to the lunar mass center.

We shall describe the ALS motion under the infiuence of per-
Iturbing accelerations arising from attraction of external bodies,
noncentrallty of,the lunar gravity field, and solar radlatlon pres-
sure. In the inertilal system, the ALS equations of motlon are
written in the following form [5]:

Ry = B,

- e . X R—R E\ — LR
V. =—— R ¥ — = A F Kyy (9)
s T TR Z"‘(Im—ml’ w TV U RRS
where m, R: are the gravitational parameters and lnertial posltion
vectors of the disturbing bodies; M¢ is the gravitational parameter

of the moon; VU 1s a vector whose components are the partial deri-
vatives of the lunar force function U with respect to the ALS phase

coordlnates; Kli 1s the coefficient of light pressured, defined by
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the relation

e, = X (10)

11 ma

- Here X 1s a coefflcient characterizing the emittance of the sun and
reflective propertles of the object surface [6]; A, 1s the ALS. photo-

metric cross section; m, 1s the ALS mass.

The lunar force function is defined in terms of ALS selencocen-

tric coordinates by the expression:
U=2Lc l—i—ﬁ(i)ncP (sintp;j-[-
Rl Ry ) B

. I % " - .
+ 2 2 (%) [cnm COS MMy 4= dam Sin M As) Pon (sin q:;)} v . (11)

© ppem, ey

where a is the semimajor axis of the Moon, ny and n, are the numbers
of sectoral and tesseral harmonics, respectively; an (sin ¢) are the
Legendre assocliated polynomials; ¢A’ AA are the ALS selenocentric

d are the coefficients of the force

latitude and longitude; Cam’ %nm

function series expansion in spherical harmonics, defined by the

expressions [7]:
o _;!% m (R'YPan sing)cosmAd,

‘¢m=% _Eiif(R’)"Pm(sinw)sinm}dM. ‘ | (12).

fn—m)

Vo= 1 Vam = (a+-mt’

We express the vector VU in the form:
=21 g o (13)

where
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is a vector whosé components are the projections of the lunar force
function on the axes of the local horizontal coordinate system (z-
axis aleong the radius vector, abscissa axis in the plane of the meri-
dian); n 1s the orientatlion matrix of this system 1ln the selenocen-
tric system.

We write the differential equations of motion of the Earth 1n
the inertial system in the form [8]:

‘R. =7er

(Pg-l-l‘a) R°+E [ — Ry F,] (14)

e {Ri—Ro["

We shall describe the dynamles of lunar rotatlon relative to its
mass center using the general theory of motion of an absolutely rigld
body. We express this motion by the elements of rotatlon of the
selenocentric coordinate system 1ln the inertial system. We write the
differential equations of lunar rotation in the form [9]:

L=m,

£y ] ’

"=?[}v +ﬁ)>(l]. (15)
N e Ly

Ag = 7oA

where L 1s the kinetic moment of the Moon; M is the moment of the
external forces; w 1s the angular rate of lunar rotatlon; AO and

f-{x,,are the Rodrigues-Hamilton parameters.
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We write the vector w in the form:

N (o)

~
=
[0 o]
]

A —F —
where I=(—F B ._-5) iz the lunar inertia tensor.
. —E =D C

We see from (12) that the lunar inertia tensor elements are
connected with the gravity field expansion coefficlients by the
relations:

A = C + G’M( (Cgp_ 2C’2), B = A + a’M(4C’g, D - a’M([dn'
E = d"Mccay, F=a"Mc2dn. _ o (17)

We shall discuss the geometric scheme for determining w from
iconometric measurements. We take two palrs of synchronous plctures
of the lunar surface and stars, obtained over the time interval tiJ’

during whlch we can neglect ®» varlations. From the lunar surface
pletures, we find thelr mutual orientation in planetary space — the
matrix Bij*’ We determine from the star pletures the inertlal orlen-

tatlion of the vehicle-fixed system at the exposure times -— the
matrixes Gi and 93'

The rotation of the moon in the inertial system during the time

t is defined by the matrix E:

iJ

E = 8:8,8]. (18)

From the elements of this matrix, we find the average-over-the-time-
= 0 0 0

_segment tij vector mij’ its direction cosines ZiJ . miJ s n1J » and

the angular veloclty ©y 5 in the inertial coordinate system [10]: -

’

* _
The matrix Bij may be found 1f the same flve points of the lunar

surface are represented on both pictures, or from three points 1n
the trlangulatlon grid.
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by — by

i) =cosagc0s8,, @@= £ arcsin - .
' : A iy
i hy—1Iy
g = —arctg 23—
my = sinagcosd,, a, = arctg T ln " (19)

| — 2(ha—1Ia)
ny =sind,, By =arc oos" / “nim,

Construction of the selenocentric coordinate system 1is realized
by shifting the origin to the point with coordinates
Xo =acy,
Yo = ady,, (20)

Z; = GCye

and rotation througl: the Euler angles [11]

"~
[
(o]
(o

= arc tg 24,
= aretg 2t
‘P:Q%'E.rcfgdt’-% (21)
Wy = ]/ o +,4-..

—ci

The direction ecosines hﬂnuﬂn{ of the 1lnstantanecus lunar rota-
tion vector in the selenocentric coordinate system (at the time ti)
are found from the expression:

7 L
my | =2 | m (22)

Ll - 8-
ny . A By

From the found coordinates X5 Y5 2; of the lunar surface polnts
in the global reference grid, we can find the approximating geometric
figure of the Moon — the reference surface — representing it by
analogy with the gravity fileld in the- form of the expanslon of the
radius vector in spherical functlons [12], or by a three-axls ellip=-
sold. The dimensions of the latter, and 1ts orlentatlon 1n the
selenocentric system are determined upon minimizing the functional
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' . @
@ =Y (0uX} + aus¥} + a2} + 0uX¥; 4 04X, 21 +
-~ L -' (23)
+ 0¥ 2+ a X - aY) +asZ; + 1)

The ¢ited systems of differential equations and the equations
coupling the measured quantities with the current values of the ele-~
ments of the vector Q make it possible to determine all the sought
parameters of the problem.

1. The triangulation grid (5) is constructed from measurements
of the lunar surface pictures.

2. The inertlal orientation of the triangulatlon grid at the
exposure times is determilned using (6), from measurements of the star
plctures.

- 3. The Quantities (18), (19) and the value of the lunar rota-
tion vector are determined from the variations of the triangulation
grid inertial orientation, and the lnertla tensor and kinetic moment
of the Moon are found from solution of (15), (16).

i, The ﬁriangulation grid scale¥, the ALS phase coordinates,
and the parameters of the lunar gravitatlional fleld are determined
from the solutlon of (9), using the vectors of ALS location at the
eiposure times, found in constructing the triangulation grid.

5. The ALS phase coordinates and the lunar gravitational field
parameters are also determined on the basis of Earth-based trajectory
measurements from solution of (9) - (14); in so doing, the geocentrilc
phase coordinates of the Moon are also found.

6. The selenocentrlc coordinate system is obtained (20), (21)
using the resulting lunar gravitational field parameters (the posi-
tions of the photographed lunar surfacée polnts and the current values

#*
The scale can also be found from laser measurements of the altifude.
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of the lunar rotation vector directlon are determined in the seleno-
centric system).

7. The parameters of the reference ellipsoid are found {23)
from the coordinates of the lunar surface points.

Algorithm for estimating wvector of determined parameters. For

evaluating the vector ﬁb from the results of radioctechnical and icono-

metric measurements, we shall use one of the most effective statis-
tical methods — the maximum llkelihcod method. The cholce of this
method is due to the simplieclty of i1ts numerical realization, and the
fact that the estimates obtained are Joint-efficlent, consistent, un-
biased, and asymptotically normal [13]*. Moreover, the inclusion of
a priori information on the vector ﬁb, when examining it as an addi-

tional measurement form, does not lead to change of the problem solu-
tion algorithm.

The amount of measurement information, the dimensions of the
vector of estimates, and the impossibility of writing in explicit
form the functional dependences of the measured quantities on the
definlng parameters made this problem extremely complex, even for
computer realization. Therefore, optimization of the program and the
measurement set and cholce of the problem numerilcal solution algo-
rithms are particularly important.

Estimation of the vector Eb, in accordance with the maximum

likelihood principle, leads to the necessity for minimizing the fune-
tional

OQ)=n"K"7+7Tr ", (24)

where n 1s the a posteriorli information error vector; n* is the a
priorl iInformation error vector, K and I' are the correlation matrixes,
respectively, of the a posteriori and a priori information.

¥If the distribution law is other than normal, the estimates obtained
will be the estimates of the generalized least squares method.
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We obtaln the estimate of the vector Gb in accordance with (24)

from solution of the system of likelihood equations

B AT =0, (25)
Q,
Here, the matrik /188
A=A4,=50Q) 0
1s A (26)

1z the matrix of partial derivatives of the measured quantities with
respect to the parameters being determined.

Using (15) -~ (18), we can obtain the expressions for the ele-
ments of matrix Al in explicit form. The elements of matrix A2 at

the measurement tlmes tt’ and the vector of theoretlcal values of the

measured functions (5) - (8), will be obtained by numerical integra-
tion of the systems of differential equations describing ALS motion,
motion and rotatlion of the Moon, and the variational equations for
these bodies.,

Since n depends nonlinearly on ﬁb and its value 1s known approxi-

mately, the system of equations (25) must be solved repeatedly by the
Newton-Raphson method. At each step of the sclution, we wlll have
the likellhood equatlions linearized, relative to Aﬁb, in the form

AKA+ T4+ (ATK R+ TR =0, (27)

where Aﬁb are the corrections in the iterations to the approximate

~values of the vector Qb.

The structure of the coupling equations makes 1t possible to
break the problem solution down into several stages without disturb-
ing 1ts.rigor. We first determine from the star plctures their in-
ertial orientation elements — the vector © and 1ts correlation
matrix Fé. The blocks of the Pg matrlx are 3 x 3 and, consequently,

thelr calculation does not present any difflculty. We introduce
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the found elements of the vector 8 into the general system of equa-
tions as a priori informatlion with thelr correlation matrix Pg.

This makes it possible to exclude the vector F3 of measured values

in the solution of the likelihood equations.

In the vector ﬁb, the largest number of unknowns are the coor-
dinates ﬁjo of the planetary surface polnts. We shall solve the sys-

tem of equations (27) without them. To do thls, we represent the
vector A@O in the form of two subvectors Aﬁ& and Aﬁa. Then, (27)

may be written as:
| DyAR, + DR, = Fi,
DLAR; +- DuAQ, = Fy, : (28)
where Fl'and F2 are, respecblively, subvectors of the free terms. EX-

cluding AR,, in (28), we obtain

J?.
'anfoaﬂfx‘D::IAQS=F:—ngD.'.‘Fx- (29)‘

The matrix Dll is assoclated wlth the ‘vector ARJ, and has- the

Jordan form with cell dimenslons 3 x'3; therefore, 1ts inversion does
not present any problem. This makes it possible to formulate and
solve the systgmfpf normal equations immediately in the form (29).
Then by substitut;on of Aﬁb into (28), we find Aﬁﬁ, and the most

likely values of the coordinates Rj

In the 1teration process, the selenocentric coordinate system
is refined, 1n accordance with (20) and (21).

We obtaln the error Qb correlation matrix from the expression:
Ka. =(ATK—1A + r—l)-l(ATK—lK“K-J.A +I~—l)(ATK-1A +I-1)—l. ( 30)

where Ku is the true correlatlion matrix of the measurement errors.

If the same matrix K is used in the analysis and in estimating the
accuracy, then (30) takes the form
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Ko = WK A+ . (31)

Restricting ourselves to linear theory, we obtaln the expression for
the estimate of the accuracy of the function p of the parameters
being dgtermined:

K, =HTIKGH,
? @ (32)
where His the matrix of derivatives of the given functlons with re-
spect to the parameters being determined.

Expression {30) 1s used in synthesizing the optimum program and
the measurement set for solving the posed problem. .In thils case, Ku

is selected so0 as to obtaln the maximum volume of the correlation el-
lipsoid of the errors of the sought vector ﬁb. '

Conclusion. For practical realizatlon of the proposed technigue
1t is necessary to create special space vehlcles and injJect them into
deflnite orbits.

It is difficulf to sclve the posed problem from a single orbit.
In principle, global photography of the Moon can be accomplished only
from a high circumpolar orbit. On the other hand, to determine the
parameters of the gravitational field, we require very low orbits,
and with the greatest possible variety of inclinations. '

The problem of determining the gravity fleld parameters lmposes
a limitation on the orientation system and -the other equipment 1n-
stalled:aboard the spacecraft with respect to the moments created by
the equlpment, which may affect the orbit. For lunar surface photo-
graphy, the satellilte must be orlented along the radius vector and
the velocity vector. The gravity orientation system will probably
be optimum. The effectiveness of the proposed technique will be
determined'to a great degree by the accuracy of the lconometric
measurements and thelr disposltion 1in time. Therefore,Nphotographic
equipment wlll be preferable as the imaging equlpment, aithdugh 1t
requires return of the exposed materials to the Earth.
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The parameters of the imaging apparatus determine the requlre-
ments on several other systems; particularly the time recording system.

Al]l the listed requirements and many other requlrements on the
spacecraft itself — 1ts orblt, orientation system, orbit menitoring
system, imaging appardtus, and other elements of the onboard and
ground-based complexes — can be obtained on the basis of the above
analysls with numerlcal modeling and estlmation of the problem
‘accuracy.

References

1. Rodionov, B. N. Lunar Cartography. Geodeziya i kartografiya,
Vol. 30, No. T, 1967.

2. Aleksashin, Ye. P., Ya. L. Ziman, I. V. Isavnina, et al.
Opredeleniye nekotorykh geometrichesklkh, dinamicheskikh 1
gravitatsionnykh parametrov po snimkam s KA nazemnym trayek-
tornym 1 astronomichesklm nablyudeniyam (Determination of
Certaln Geometric, Dynamic, and Gravitational Parameters
from Spacecraft Plctures by Ground-Based Trajectory and
Astronomlcal Observations). Moscow, Institute of Space
Studles of the Academy of Sciences USSR, preprint VINITI
{All Union Institute of Selentiflc and Technical Information),
No. 2520 - T71.

3. Urmayev, N. A. Elementy fotogrammetrii (Elements of Photo-
grammetry). Geodegizdat, Moscow, 1941.

b, Brown, D. C. A Unified Lunar Control Network. Photogrammetric
Engng., Vol. 34, No. 12, 1968.

L, Shapiro, I. I. The Predictlon of Balllstiec Missile Trajec-

tor%es from Radar Observations. MeGraw-Hill Co., New York,
1954.

5. Brouwer, D., and G. Clemence. Method of Celestial Mechanics.
Acad. Press, N. Y. and London, 1961.

6. Radziyevskiy, V. V., and A. V. Artem'yev. Influence of Solar
Radiation Pressure on Satellite Motion. Astronomicheskly
Zhurnal, Vol. 38, No. 5, 1961.

7. Zhongolovlieh, I. D. Potentlal of the Earth's Attraction.

Bull. Instituta teoreticheskoy astronomii, Akademii Nauk SSSR
(ITA AN SSSR), 6, No. 8(81), 1957.

230



10.

11.

12.

13.

14,

N?5 11442

Duboshin, G. I. Nebesnaya mekhanlka. Osnovnyye zadachl 1
metody (Celestial Mechanics. Basic Problems and Methods).
Fizmatgiz, Moscow, 1963. ,

Chebotarev, G. A. Analiticheskiye 1 Chislennyye metody
nebesnoy mekhaniki  (Analytié and Numberical Methods of Celes~
tlial Mechanies). Nauka Press, Moscow, 1965.

Ziman, Ya. L., B. V. Nepoklonov, and B. N. Rodionov. Deter-
mining the Rotatlon Vector of Planets. Astronomicheskly
Zhurnal, 1277, 6, 1970.

Zhongolovlieh, I. D. Some Formulas Relating to the Motion of
a Materlal Point'in the Gravity Field of & Levelled Ellipsoid
of Revolution. Bull. Instltuta teoreticheskoy astronomii,
Akademil Nauk SSSR (ITA AN SSSR), 6, No. 9(82), 1958.

Goudas, C. L. Development of Lunar Topography into Spherical
Harmonies. Icarus, Vol. 2, No. 1, 1963.

Crameﬂ, H. Mathematical Methods of Statistics. Princeton,
1354,

Faddeyev, D. K., V. N. Faddeyeva, Vychislitel'nye metody
llneynoy algebry (Computational Methods of Linear Algebra)
Flzmatglz, Moscow-Leningrad, 1963.

EVALUATING THE ACCURACY OF SELENODESIC
REFERENCE GRIDS

A. A. Koptev

Evaluation of the accuracy of lunar surface reference point

coordinates given by the catalogs 1s a complex problem; therefaore,
the conclusions of sclentlsts in regard to error magnitudes and their
distribution over the lunar disk are contradictory. The altitude
errors are evaluated particularly lnconslstently because of the low
reliabllity of their determination; Speclflcally, Kopal [1] and
_Goudas [2] conclude that the altitudes of points are determined most

accurately in the center of the lunar disk; the accuracy diminishes
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toward the edges, and is an order of magnltude lower at the edges
than in the center. Arthur [3] draws the obposite conclusion, stat-
ing that the altitude determination accuracy near the edge of the
disk is at least 3.5 times higher than in the central region. Hap-
mann [4] takes an intermediate position on thls question. He con-
cludes that the altitudes are equally accurate everywhere.

Reference polnt coordinate accuracy can be evaluated by three
techniques: on the basis of internal consistency, compariscn of the
catalogs, and cg}culation of the errors from theoretical analysis.
The studies of Mills [5) showed that the accuracy evaluation on the
basis of internal conslstency yeilds satisfactory results only for
a large number of photographs used (100 or more). Important factors
are not taken into account when comparing catalogs with one another:
accuracy of the telescope, number of photographs, and so on.

In the present article, we make ah estimate of the accuracy of
reference point grids using the third technlque, where we take into
consideration telescope accuracy, number ¢f photographs, and libra-
tion amplitude.

Froblem solution in general form. To sclve the problem, we use
the formulas for the relationship between the coordinates of lunar
surface poilnts and their images on the photograph [6]:

b= — 105 (1)
n—to=(t—% 2 (2)

where £, n, L are the lunar surface point coordinates in the seleno-
centric coordinate system, EO, Ng» &y are the coordinates of the

photograph center of projection in the same system; X', Y', Z' are

the reduced picture polnt coordinates, obtalned from the expressions:

X' =ax+ay—af,
V! = by + by — byl (3)
2 =+ oy —cof.
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Here, X, y are the measured ccoordinates of the photograph points;

' f is the telescope focal length; a bi’ c, are the direction cosines

i? i
which convert the pilecture coordinate system into the selenocentric
system. The quantities 50, Ny > CO’ 84 bi’ ey the .pleture external

orientation elements, are found from the pilcture orlentation with /192
respect to the reference points. The errors of the external orienta-
tlon elements can be both systematic and random. The systematie

part 1s due to the influence of the errors of the initial data if

the same 1nitial polnts were used for orienfing'éll the plectures.

The random part is due to the errors of point identification and meas-
urement, and also the influence of the atmosphere. Different initial
péints may be used for orientation, which leads to the appearance
basically of random errors; therefore, the least squares technique

can be used for the solution of such problems. Thus, we convert from
the exact equalities (1) and (2) to the equations of the corrections.
Assume the unknowns &, n, ¢ have the approximate values E, ﬁ, r, and
the correctlons to these values are GE’ an, 6€' The equations of "’

the corrections for each point, represented on n pictures, will

have the form:

B —Ad + A=y, (%)
S—Bd +By=0, (5)

In-(4) and (5), we have used the notation A = X'/Z', B = Y'/2"',
Ao=E—2)—E—2)4 By=(n—n)—(E~1L)B. (6)

and B, are free terms. The errors i, o, include

0 0
not only the errors of the measured coordinates and the picture focal

The quantities A

distance, but also the errors of the orientation elements, which
also include the errors of the initial data.

‘We see from (4) and (5) that the unknowns 65, Gn, 6C cannot be
determined from a 8ingle plcture, since there are two equations with
three unknowns for each polnt. For thelr determination, we must
have at least two pletures with different librations. 1In practice,

more than two pictures are used, and, therefore, we obtaln a large
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number of redundant measurements, and the problem is solved by the
least squares technique.

The normal equations, formulated on the basls of the correctlon
equations, will have the form:

Ady — ZAd; + ZAy =0, _ B
\ - . ) .

— 2BY; 4 3B, =0, _ | (7)
--z:.qoe-sz.+(zm+m°)a;-zu. BB, = 0,

where n 1s the number of pictures on which the given point 1s re-
presented.

Accuracy evaluation. The weights of the unknowns are obtained
using the well-known rules of the least squares technique. The
formulas for their calculation have the form

U
Py

(z4y
D

i

8
_;_= 1 + 8 (!B)' (8)

- n

1 nt

Pr D

where D is the determinate of the System (7). /193
The same rules were used to obtain the (altitude) functlion welght

h=VEFT+T— Ry (9)
where RO is the radius of the levelled surface from which the altl-
tudes are measured.

A formula having the following form was obtalned for calculat-

ing the functlon weight:

A =t 4 (ZAE + 2B 4 ')t
Pﬁ. n D *

(10)

In (10), the coordlnates £', n', ¢' are expressed in fractions of
the lunar radius, 1.e., ¥=Run'=n/Ro '=tRs.
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The use of (10) to analyze the accuracy of helght determination
on the Moon as a function of point location on the lunar surface is

difficult. Therefore, in the further analyses, we shall take a pair'

of pictures as the basis. We divide all the pictures into palrs, so
that the libration difference will be maximum between the pictures
of each pair, whlle the librations themselves are approximately
equal in absolute magnitude and opposite 1n sign.

For a picture pair, the determinant of (7) will have the value:

.D-—_n%(pﬂ'.tqﬂ')l‘ (11)

0

Here, p0 and q  are the longitudinal and transverse parallaxes of

the horilzontal pleture, and are egual to
(X x v,y
we (=B e- (L5,
\% \z oz}
Moreover,
x' x‘ ‘ - :
Ats=ti 2 g S N (12)
. zl zl 1, )
Let us now express the system determinant in terms of the libration

magnltudes. We can wrlte the approximate relations for the longl-
tudinal and transverse parallaxes [6]:

f _ , _B.’
=0, 5=, (13)

where S 1s the Earth-Moon distance;‘BE,‘Bn are the projections of

the photographic baseline on the £ and n axes.

O ana ¥ from (13), we substitute them into (11):

8 B
_D=’2(Ts-;+s—': .

Expressing p

The'terms BE/S and Bn/S in this equality are the overall librations

of the‘stereopair in longitude and latitude, i.e.,
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B tth B bbb
s ? p S p P
Consequently,
o=-§;(a-+b-). (14)

For librations which are equal and opposite 1n sign, the values of

Al + A2 and B1 + B2 approach zero, since Al v _AE’ Bl N -BE. For a

large number of stergopairs, the sums LA and EIB will always be small
quantities, because of compensation of the posltive and negatlve
iibrations, and can be neglected.

The point coordinates and heights are calculated for several
sterecpalrs rather than for a single pair {(in order to Increase the
accuracy of thelr determination). On the basis of (8), (10), (14),
the weights of the unknowns £, n, £ and their functions h, obtalned
from the stereopalrs, will have the following wvalues:

i=-i—-'—_l_. _1._=___2L-:!___l___t' 4_9_‘:’_._

P P, 22’ P mr4+Y' P, _"2'51-.(1 ;+a!+ot)‘ (15)
After calculating the weights, the errors of the point coordinates
and heights are calculated 1n accordance with the rule of the least

squares technlque, using the formulas:

—mg =t me B2V
m My .I,r—-zm ] m; Ym—.—-’—H > .
ol L 1—t 4
me ) (-0 ). (16)

where p is the unit weight error.

We see from analysis of (16) that the coordinate and helght
errors depend on three parameters: libration magnitude, location of

the points on the lunar surface (the coordinate £'), and the unit
welght error.

Calculation of unlt weight error. The unlt welght error is
usually calculated using the formula:
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Doy (17)
R*= p— ‘

where n 1s the number of measurements; k is the number of unknowrs
(for the stereopair n = 4, k = 3).

Then,

v -ﬂ'.+ﬂ + O, + 03, =28} + 7). (18)
The errors o‘ and o, are functions of the lihear- and angular external

orientation element errors, and the measured point coordinate errors.
Consequently, we can write:

9 ='Z (%F?)' mf, i»lihere i =E, ;;, o, mr, g,;(;. wh {(19)
%= E(%)"’* - where j=tulngoxnuf (20)

In these equations, a ,w sK are the Euler angles. The following

relations exist between the direction cosines and the Euler angles [6]:

a4 =msucosic— sinesinwsinx, - by =coswsinx,
_,.a.=—cosusinx—s=nas|nmcosx, by = C0s @ COS %,

@y = —sinacos, ' b,=—--smm,
: c,—smunosn+cosa§inmsinx, - ‘ _ . (21)
6 = —sinasinx 3} cosasin wcosx, o

Cy. =eosueosm.

We obtain the partial derivatives appearing in (19), (20) after dif-
ferentiating the basic equatians (1), (2):

-5 e s
(o= () =) == (), A
(£} -0 (850 )
where E;‘aff%;'y‘:-f% are the horizontal picture coordinates.
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aubstituting the values of the partial derivatives into (19,
(20) and then into (18), we obtain:

._‘,—-2{m;,+m +.—L£~S’+(ﬂ‘+m') '+
+[ ﬂf)’ ]%]' | (23)

where r=x4lt P =x" 4. In (23), we then set Ma= Mo =Man My, =My =
My s m;=mg=.’ri,‘, s then

m 51 :
F’=4{(”‘§..\1.+—9%—)+ o §*+
™o ( ) .| 5
+[Fe +7E) e 2 (24)
We denote the constant error due to external orientatlon of the ple-
¥

ture wilth respect to the reference polnts by nﬂhﬁff%?shsaﬂ and the
. P ]

variable error which depends on the picture point coordilnates by

L AR
[slr‘+p|+!: 1‘2 2_’“'.—‘?‘-

With these notations, (24) will have the form:

—
p..=-:2..l/u?+,v’._ = 5t (25)
. o B
The external orientation elements are determined on the basis /197

of the most reliable reference points, which should be distributed
uniformly over the lunar disk. Unfortunately, the reference points
contain significant errors which cannot be neglected. In order to
reduce the influence of the reference data errors, it is necessary

to orient each picture by using as many reference points as possible.
Therefore, we regulre that

aé%’-"-s
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As for the magnitude of the error v, as a rule 1t is less than

U, but we also subject 1t to the condition v<7§, assuming that this
[

will compensate to some degree for the influence of the external con-
ditions and the other ignored errors. '

Consldering the above remarks, the formula for caleulating the
unit welght error takes the form:

(26)

We express the error m duewto accuracy of peint ccordilnate

2y
measurement on the pleture in terms of the telescope resolutilon,

0” ", 12 .
equal to n%==gi-==%;", where DIVI is the telescope objective diameter in

meters.

Thus, we set

m m

T Ty 012 @)
! P POy

Thus, the unit weight error with account for (27) has the value

g=02)3-35__ (28)
Py
Substituting the values of S and p into (28), we obtain the formula
for the unit welght error in final form:

b= (5] an. (29)

M

" The basic characteristics of the telescopes of the observatories
whose pletures were used for lunar topography, and the cdrresponding
unit welght errbrs, are shown in Table 1.

Here, the quantities mxy characterize the metrological proper-

ties of the pictures, and mY — the resolution of the telescopes.
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TABLE 1

Resolution
Observatory f, ecm |{D, cm In angular |In linear v, km
measure, measure on
my picture,
me s M
Lick (L) 1722 90 0.13 11.5 0.93
Pic-du-Midi (P) 1806 60 0.20 18.1 1.40
Goloseyevo(G) 550 4o . 0.30 8.2 2.10
Pulkovo (Pul) 1050 65 0.18 9.7 1.30

Modern instruments make it possible to measure pleture point co-

™~
'_.I
O
o0

ordinates with accuracy on the order of 10 - 15 u. Hence, 1t follows
that the values of myxy corresponding to the telescope resolution
agree with the data of photogrammetric measurments, and may be taken
as the basls for calculatling the accuracy of the determinatlon of
lunar surface point coordinates. Also, in the resulting formulas,
the values of mxy were considered to be independent of the location

of the features on the lunar surface. This as assoclated with the
fact that, in deriving the formulas we consldered point features of
small dimensilons, whose form does not influence the accuracy of their
definition. When measuring real features (eraters) on the pictures,
their form changes from the center toward the edges of the Moon.

For example, a crater which has a circular form in the center of the
lunar disk 1s imaged on the picture in the form of an elllpse when
it is located near the edge. Moreover, the different conditions of
11lumination of the features in different parts of the lunar disk
influehce the accuracy of the identification and measurement of the
features. This is why the coordinates of polnts located in the 1imb
zone are not determined when calculating the catalogs, and only the
zone A = B < 70° is considered. Tables 2 - 4 show the errors of the

the polnt coordinates and heights calculated using (16} and (29).
The following factors were consldered in calculating the errors:
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TABLE 2 *

Ten 2 km
Number of stereo- )
palrs
L P G Pul
4 o6 ¥ o9 | 147 | 0
9 0,22°| 0,33 0,50 0,30
25 0,13 0,20 0,29 018 -
49 0,00 0,14 0,21 0,13
. . . .
Commas represent decimal points.
TABLE 3 #
No. of my, K
bl 1, bub+8 IsSterec—-
AL
pairs m' = | £ | G | ful
g 89% 132 | 200 | 123
: 9 . 3,0 44 | 87 4.1
8° 6* 2 i,8 2,6 4,0 2,5
4 1,3 1,9 | 29 | 138
1 6,7 9,9 | 150 8,2
9 - 2,2 3,3 50 3.4
8 8 25 1,3, 2,0 3,0 1.8
.49 1,0 1.4 | 24 1,3
_ 1 5,3 79 | 11,9 7.3
10 10 9 1,8 2,6 4,0 2.4
o 25 1,1 1,6 | 2,4 1.5
49 0,8 11 1,7 1,0
#*
Commas represent decimal points.
We see from the analysls of the data in Tables 2 - 4 that the /199

errors in the r determination exceed by several £01d the errors in
the determination of £ and n;

the acuracy of the determination of ¢ and h increases with in-
crease of the librations;

heights are determined more accurately toward the edges of the /201

—s

lunar disk than at 1ts center;

the higher the telescope pesolution, the more accurately the
polnt coordinates and heights are determined;
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: . |No. of Lel,0 [y trmi2
hth=i=b+ latereo-l--| = | ===zl 3 7] 5l& =
S by b ¥ ST a '3 =
patrs m{Z{ Pl G| 2|7 Ele gk F{ela
1 20,042, 3(5,3(7,914,9{7.3]1,9 2,814,228
’ -9 6,7| 4.1[1,8l2,8] 4,02.410,6] 0,911,40.9
- 6° 2 40| 2.51.1|1.6} 2,4[1,500,4] 0,60.80.5
' 49 2.9] 1,8[0,8},1] 1.7|1,0/0,3 0.4]0.6(0,4
1 5,0| 9,2l4,116,1] 9,25,6/1.5 3,3i2,0
.9 50| 3,1/1,4{2.0] 3,1]1,90.5 i,10,7
8 25 3.0 1,8l0,8)1,2] 1,8{1,1j0,3( 0.410,70.4
49 2,1| 1,30,8)0.9; 1,30,8(0,2 0.310,50,3
1 14,9} 7,3(3,314,8] 7,34.5[1,2{ 1.82,71,7
] 4,0{ 2,4lt,11,6] 2,4]1,500,4] 0.60,90,8
10 25 2.4] 1,50,7{1,0] 1,5/0.80,2] 0,410,5/0,3
, 49 1,7] 1.00,5/0.7] 1,000.8)0,2] 0,3)0,40.2
1 my, KX

#
Commas represent declmal points.

in order to improve the accuracy of coordlnate and helght deter-
mination, it 1s necessary to increase the number of plctures, select-

ing stereopalrs with librations which are maximum in magnitude and
opposite in sign.

In selenodesy and selenography, .Wwe use not only the (E, n, T)
rectangular coordinate system, but also the selenographlce coordlnatest
longitude A, latitude B, and absolute heights h. These systems are
cornected with one another by the relatlons

-§ = (R4 h)cosBsinA,
n= (R + h)sinp, (30)
[ ——:(R 4 h)cosPcosA.

We obtain the inverse relation if we divide the first equation of the
System (30) by the third equatlon:

tgh =L (31)
We obtain the other coordinate B from the second equation:

sinf = —te = 3

3 N E—
R+NM Vg v+ (32
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(34)

mp = -%]f_(l — sin?f cos™) mg , 4 sin® BBEAnE:

The errors mA,‘mé‘for.z‘= b = 8°, and A = 0°, B = 60° were calculated

The calculation results are shown in Tables

using (33) and- (34).

TABLE 5 *.

© a6

8322 7.635

5532 1064
-t

G | Pul

761&7 1023

5353 .1.-....07
=] , B -

P B

0744 1489
532 M{asnﬂ.

‘5836 0763

U..nﬂnf-ll %743
-—

A =0°

8643 6275

U...OOO 3.1.00

@0 @ © o

o

SSIzenss

3432 O ® D
000 2000.

DD M-S

.wramndaw.

{ =_'b =87

TABLE 6 *

*Commas represent decimal points.,

(= b =8

T AmbQ0

Pul-

3643 17»02
- 000 0 e -

Souw mura

mal..oo ﬁénﬁi

P

07!13 8982

2000 00 &0

AR TR ) 9929
000 rJi.l.o

Am(*

@BAn o e

wOOS swma

G. |Pulj L

o 28w nag

o]

- %.8.53 .

0!743-3-{-.5.4
rooo Mll532

4532 6821

000 1.32.1 .

¥Commas represent decimal points.
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We see from analysis of the TABLE 7 *
data in Tables 5 and 6 that:

Aem0® AmeB0*

- ' 'M; my my "".l. mpy my
the errors mk exceed the

0 (0,4)0,3]1,0 ] 3,0(0,1] 0,4
errors mB by several fold, ex- 0 o9| 20j086! 55 08} 0,3
*
cept for the central zone of Commas represent decimal

the lunar disk; points.

the errors my increase toward the edges of the lunar disk, and

the errors in the edge zone are an order of magnitude larger than in
the central zone;

the errors mg increase with latitude increase, and change very

- little with lengltude change.

For comparison with the theoretlcal calculations, we present /20

ry

the results of an evaluation of the errors m,, Mg, My of the Mills

catalog [5]. The errors were calculated for two values of A and B,
equal to 0 and 60°. The Mills catalog was taken for comparison be-
cause the coordinates of the lunar features in this catalog were
obtained from 120 photographs made at the Pic-du-Midl observatory.
The use of a large number of photographs reduced the influence of
random errors assgéiated with atmospherlc turbulence, identification
of the points on the photographs, and so on. The errors of the
Mills catalog for A and B equal to 0° and 60° are shown in Table 7.

It fellows from eomparison of the theoretical calculatlons
shown 1n Tables 4 - 6 (values underlined in the tables)} with the re-
sults of the Mills catalog (Table 7) that not only are the laws of
error varlation over the lunar disk the same, but magnitudes of
these errors are also in agreement with one another. The formulas
and tables presented 1n this article can be used to evaluate the
accuracy of catalogs compiled from photographic data of other ob-

servatories, and different numbers of pilctures than used in the
Mills catalog. ' '
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DETERMINATION OF DYNAMIC CORRECTIONS TO POINT
COORDINATES OF PHOTOGRAPHS OBTAINED BY THE
ZOND 6 AND ZOND 8 SPACECRAFT

V. V. Kiselev, B. N. Rodilonov

The llnear and angular motlons of the Zond 6 and Zond 8 space-
craft imagling camera [1] during exposure cause displacements of the
.optlecal image points. 1In the case of instantaneous exposure of each
individual point and nonsimultaneous exposure of the complete frame,
this leads to finite geometrle shifts of the points without causing
blurring of the photographic image. Therefore, when measuring the
resulting photographic pictures, the problem arises of reducing the
picture point positions to a common instant of time. This reduction
is performed by means of dynamic corrections to the measured pleture
polnt coordinates.
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These corrections are found using the formulas of dynamle photo-
grammetry [2]. Before using them in application to the spacecraft
of the Zond 6 and Zond 8 type, let us turn to Flgure 1. The follow-
ing notations are used in the present report: L and R are the center
and radius of the lunar sphere; Si’ S is a segment of the spacecraft

‘orbit; Si’ ...s 5 1s the position of the camera projection center at
the instant of exposure; Ni’ ..., N are the subsatellite polnts
(nadir points); Ni’ N are the projectlons of the orblt on the surface

of the sphere; P is the plane tangent to the sphere at the nadir point
(horizontal plane); p 1s the_photographic pleture; n is the nadir
point on the plcture; nSNL is the local vertical; o and O are the
princibal points of the plcture and the ground; no, NO are the prin-
cipal verticals of the picture and the ground; kSKK' is the project-
ing ray; K', K, k are the ground -polnt on the surface of the sphere;
on the plane P, and 1ts image on the plcture; HN = 8N 1s the vehlcle

flight altltude above the nadir point.
The following coordinate systems are shown In the figure.

LY Y & 1s the selenographlc system with coordinate origin at
the center of the Moon, the z-axls LZL coincides wilth the lunar axis
of rotation, the absclssa axis LXL 1s directed along the line of in-

tersection of the lunar equator and zero meridian planes. The zero
meridian plane passes through the center of the Earth at the instant
when the mean longltude of the Moon on the ecliptic is equal to the -
mean longitude of the ascending node of its orbit. The ordinate axls
LYL lies in the plane of the equator and completes the right-hand

frame, the position of a polnt 1is determined elther by the three
rectangular coordinates XL’ YL, ZL, or by the spherical coordinates

A, ¢, p: the longitude, latitude, and radius vector.

ox'y' is the picture coordinate system flxed with the principal
horizontal and principal vertlcal of the photographlc plcture.
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Figure 1. Diagram of Moon photography from Zond 6.
and Zond 8 spacecraft, and the coordlnate system
' ‘used




oxy 1s the picture coordinate system specifled by the coor-
dinate marks.

SXkYka is the three-dimensional photogrammetric right-hand

coordinate imaging camera system, whose origin 1ls located at the
center of projectlion. In this system, the SZk axls 1s directed along

the camera optical axis toward the surface of the Moon, the SXk and
SYk axes are parallel, respectlvely, to the oy and ox plcture axes,

and the SYk axis can be directed either in or opposlte the direction

of flight.

0X'Y'Z' is the ground coordinate system fixed with the principal
horizontal and the principal vertilical of the ground; in thls system,
the 0X' and OY' axes lle in the P plane, the 0Z' axis (not shown 1n
the figure)} completes the right-hand set. Alsc shown 1n the figure
are the angles o — the angle between the camera optical axis and
the local vertical or the absolute lnclination of the picture; k" 1s
the angle of rotation of the ox'y' picture coordinate system relative
to the oxy coordinate system; Wf is the horizontal veloclty vector

(in the plane P or a plane parallel thereto) of any point of the
plane P or the ground (N, K, K', and so on}; Wﬁ is the vertical velo-

clty vector (perpendicular to the P plane) of any point of the plane
P or the.ground;\y 1s the angle between the horlzontal veloclty vee-"
taor Wf and the 0X' axls of the 0X'Y'Z' coordilnate system; W 1s the

velocity vector of a polint of the optical image; y' is the angle be-
tween the ox' pilcture axis and the vector w.

On the basis of the definitilons made with the ald of Figure 1,
we reduce the dynamlc correction formulas to final form:

-y

Ar' (W =1

(msr—-?sinfsina)(cosa—%’-sina]!

(1)

We '3
1-|-Tsm7:.ma(coscr.- —’—‘sin u) t

i
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W, g 2
*—F{-fsin'f (cosa—‘-g,— .riina) f

Ay Wr) = — (2)
' 1.-+E;—rsin'rsin.u(cosa—--g%sina)t . ’
e,
A () = ;‘(e w;:)cosa(msm——-rsmla) A ' 3
e -;-(e? --l)cosa(cf-osa.-— 5;' ‘sil.'ui)_
t %' g )
] —1 — =—sina
M'(W”).: v :—jiga) E:" 7 )cosa(cosa FS . )

eT'm \e—H-t-— 1):&:(@3&— yT’,Si" nr.)

' sec (@, f)
Ar(wy) =x] ———————— —1
| [i-.-'-’i— t2 fa,) } (53
(f+y7l)lg(m,f)
ay("‘x)=f_""——'_-—. (6)
-t
7+ te o
R i LLCN )
'-ferG%ﬁ
ayfo) = y[—=2 1], (8)
l-—-Tlg(uyﬁ
Ax (0,) = x [cos (0 ) — 1] — ysin (w,f), (9)
Ay(w;) = xsin{w,f) + ¢ [cos(w,t) + 1}, (10)

where A#(EG),AyTWGxaQQUAf(Wh),Ay(Wﬁ)are the corrections to the picture

polnt coordinates in the ox'y' system, caused by the horizontal and
vertical spacecraft velocities relative to the ground point;

Ax{az), Ay (wx), Ax(wy), Ay{w,), Ax(a;), Ay(w;) » are the corrections to the pic-
ture point coordinates in the oxy system caused by the angular rota-
tion rates o=, wy, w; of the imaging camera about the axes of theys?w&
éoordinate system (not shown in Figure 1), beginning at the center of
projection S and parallel to the oxyz pleture system; x', y' and X, ¥
are the measured picture point coordinates in the ox'y' and oxy

i
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systems, [ 1s the focal length of the imaging camera; t=(Hh—it,) 1s the
time interval between exposure times of the principal o and given k
picture points.

Formulas (1) - (4) account for the linear motions of the imaging
camera, and Formulas (5) - (10) account for the angular motions. For

the angular rotation rates m==mu=wy=12&sec-l of the stabllized imag-

ing camera of the Zond 6 and Zond 8 spacecraft, the change 0' 07 of
angular position relative to each axis during the complete frame ex-
posure time 0.04 sec is less than the angular resolution 0'.2 of the
objective-photofilm system. Therefore, we can take es=uvy=w,=0. This
means that the dynamic correction c¢alculation using (5) - (10} 1s not
made in the present case.

Determination of input parameters for formulas of dynamic correc-

tions to picture point coordinates. When using (1) - (4) to calcu-

late the dynamic corrections to the picture polnt coordlnates, we
need to know the following quantities which appear 1In these equa-
tions: e, H, Wr, Wu,y . Let us find thelr values.

To do this, we use the following basic data:

1) the selenographlc rectangular coordinates X, , Y. , Z of
Lg” "Lg” "Lg

the spacecraft (center of projection)

2) the matrix of direction cosines of the photogrammetriec coor=-
dinate system axes Xk, Yk, Zk relative to the selenographlc system

axes LXLYLZL

Gy Gz d;
A= dzy Ay a:a)- (ll)
ay Q3 a3/

at the moments of exposure (with orlentation of the SY axis opposite /207
the direction of flight, we denote the corresponding matrix by A');
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3) the modulus ws and dlrectlon cosines hvg, fhivg, Iwg 0f the vec-
for Wé of spacecraft orbltal velocity relative to the axes seleno-

graphic ccordinate system ZXLYLZL at the moments of exposure.

Let us determine the angle a. The lmaging camera optical axis

SO coincides with the photogrammetric coordinate system axils SZk;
therefore, 1ts direction 1n the LXLYLZL coordinate system 1s’char—

acterized by the direction cosines a (11} of the Sz, axis.

310 #32° #33
The angle o between the camera optical axis and the local vertical is
found from the expression:

A

cos o = a3llv1 + a35ly0 + 333zv3, (12)

where zvl’ sz, Zv3 are the directlon cosines of the local vertilcal

nSNL (see Figure 1):

byr = —XesXEs+ Vi + 2R )™,
ng = YLS {X}'S + Yis + 2?.3]"".

ZV3 =—Z (XI5 + Yis + Zis)_”'.

(13)

To determine the angle k', we need to know the direction cosines

of the oxy and ox'y' picture coordinate system axes in the LXLYLZL

selenographic ccordinate system. We add to the oxy planar pilcture
coordinate system the third axls oz, which completes the right-hand

system (see Figure 1). The matrix for converting from the SXkYka

photogrammetric coordinate system to the oxyz plcture coordinate sys-
tem in accordance with the figure has the form:

0 —1 0

B=|—1 0 0), (14)
' 0 0 1 :

We have the following matrlx 1n place of B if the SYk axis is orlented

opposite the dlrection of flight:

251



0 1 0y
B’==(l 0 ;).
0 0 —

We obtain the matrix of direction cosines of the oxyz plcture coor-
dinate system relatlve to the axes of the LX Y.Z selenographic sys-

L°L'L
tem from the product of the matrixes B (14) and A (11):
0 —1 0\ (6, 842 G5 —@y —d —On
C=BA=(-—1 0 0) 2y Gz O | =| 8 —Gs —Cn | (15)
. 0 01/ \ay 0y 25 —ag —y —da

The normal unit vector Hv of the principal vertlcal plane SonSNO,

whose trace on the plcture is the oy' axis, determines the direction
of the ox' picture axis, since the ox' axis is perpendicular to this
plane.

The directlons oS0 and nSN, lying in the principal vertical
plane, are characterized by the unit vectors Vg, and FSN' The coor-
dinates of the vector Véo in the system LXLYLZL are the direction co-
sines 31 azps 233 (11) of the 32, axls of the photogrammetric coor-
dinate system; the coordinates of the vector ?QN are the directlon
cosines zvl’ 1v2’ 1v3 (13) of the local vertical. The coordlnates
N,y N,o» nv3 of. the vector n, and, conseguently, the direction co-
sines of the ox' picture axls are found from the vector product

VSOXV

SN*? from which follows:

Ny = 23pty3 ~ a30ky3e

ny3 = azlyp T 330l

In this case the vector E& and the ox' axis are pointed in the same

direction.
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Thus, from the known direction cosines of the ox, oy (15), and
ox' (16) axes of the oxy and ox'y' plecture coordinate systems 1n the
LXLYLZL selenographic coordinate system, we find the desired angle

k', using the relations

COSR" = — Uy ey — Oggfoy — Gasliags
sink’ = — Gyfss — Gyl — Gys'tas- (17)

To find the flight helght H,. above the nadir point, we need only sub-

N
tract from the radius-vector length LS (Figure 1), the lunar sphere
radius LN = R

Hy = (Xl + Vi + 2" —R. (18)

But we are interested in the flight height above a glven surface
point. We proceed as follows. We find the direction cosines k , k2,

k, of the projecting ray kSKK' in the oxyz plcture coordlnate system

3
(Figure 1), using the relatlions -

b= — (P

by =—yle+ 9+ F)7,

by=—t 5+,
apd convert from them to the direction cosines Ekl’ EkZ’ £k3 of the
same projecting ray in the LXLYLZL selenographic coordinate system,
uslng the following matrix expression:

19 ) .kx : | |
AUTANRE Y 4

where CT is the transposed matrix C (15)

S ""an —au-.fdai ‘
c ="t —Gi—ay |. (20)
L \—ay —ay—ay,

On the basis of (19) and (20), we write
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In = — oy by — ks — agk,,
b = — aghy — Byoky — agebty,
by = — Gaakty — 1okt — a5k

(21)

We determine the angle o' between the projecting ray KkSKK' and the
local vertical nSNL, using thelr direction cosines (21), (13} 1n the

LXLYLZL system, from the formula

cos a” = 1 1 .1

vi‘tkr t o tyolka T Fyst

We obtalin the sought height H on the basis of simple geometrlc argu-

ments (Figure 2) from the relations:

sinp = (1+ fﬁ"‘) cos@’, H =Hy + Ricos (@’ +B)+ 1.

The correction to the height H for relief can
be taken into account in the calculations using
(18), (22) by varying the assumed radius R of
the lunar sphere on the basis of picture inter-
pretation results.

Let us determine the horilzontal wr and
vertieal wH surface point veloclties, and the

angle y. At the moment of exposure, the velo-
¢ity vector Wé is applied to the projection

center 8, By virtue of motlion relativity, we
can consider that the imaging camera is sta-
tionary and the velocity vector W = —Wé, equal

in magnitude to WS but having the opposite

direction, is applied to each polnt of the surface being photographed.
The modulus Wg and direction cosines Ilwglwg, hvgs Of the vector Wg

in the LXLYLZL selenographic coordlnate system are known.

(22)

Figure 2. Dia-
gram for deter-
mining flight
height H above
surface polnt K
{a'—ZLSKY)

tion cosines of the vector W are, respectively, —bwgly—bwgt,—byga

The vector W must be broken down into two components — parallel and
perpendlcular fo the plane P (Figure 1) — or a plane parallel
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thereto and passing through the given surface point K'. This objec~
tive will be accomplished 1f we resolve the vector W along the axes
of the OX'Y'Z' local coordinate system, whose axes 0X' and 0Y' lle
in the plane P and 0Z' axis 1s perpendicular thereto.

Let us determlne the diréction cosines of the O0X'Y¥'Z' ccordlnate

axes 1in the LX Y/ Z; system. We find the direction cosines I¥'y, Iy's, 1y's

of the 0Y' axls as the direction cosines of the line of 1ntersectlon
of the principal vertical plane SonSNO with the plane P. The coor-
dinates Ny1s Dgos nv3 of the normal unit vector n., qf the princlpal

vertical plane are found from (16). The coordinates of the normal
unit vector np of the P plane are the direction cosines 1v1, ng, Zv3

(13) of the local vertical.

We obtain the directlon cosines {y';, Iy’y, I¥, of the OY' axis from

the vector product of the normal vectors ﬁ? X ﬁ&, from which follows:

Lyry = Dyglyp T Ngolyse

ZY'E = nvl?'v3 - nV3Zv1’

A i i

Y13 T Oyofy1l T Byitve.

The direction cosines of the 0Z' axis are
i = =1

= =l .y loyn = =1

Z2'1 vl? “Z'2 v2? “Z'3 v3?
and of the 0X' axis:
gy = hyps Iyip T T Mg Iyeg T - Nga.

The direction cosines Wiy Wos m3 of the vector W in the OX'Y'Z!

system are-expressed by the relations:
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0y = — IK_'IIWST! - [x'gtwsg - lxu‘v;aa
I'l'ig_;—- -';:—:t_f.'g'_ﬂ’s: ‘*‘“F'gtwsl — IY'aIlfslt

= —lznlwg = lndwg— lz3lwg,
The projections of the vector W on the 0X', OY', 0Z' coordlnate axes
will be
Wx: = —Wsw‘p ‘W‘h = —W;'sw,, WZ! —_—— Wswa'

The sought magnitudes of the horlzontal WP and vertical WH velocitles

of the surface point and the angle y are found from the expresslions:

Wr = Wk + w3)"r.  sing =Wy-/Wr,

(23)
WH=WZ'_. . eos T =Wy /Wr.

Sequence of introductign of dynamlc correctlons to picture point

coordinates. The dynamle corrections to the plcture polnt coordi-

nates are introduced as follows. The point coordinates Xy ¥ 1n the
oxy picture coordinate system are measured. Photogrammetric dils-
tortion is taken into account. Conversion to the x', y' coordinates
of the polint in the ox'y' picture coordinate system 1s performed
using the angle k', known from (17):.

fx' /. cosx’sin x') x)
e )T \—sinw cosx’/ \y/*

Using the Formulaé (1) - (4) and the values (12), (17), (22), (23)
found for their inpﬁt parameters, we find the dynamic correctlons
Ax'(Wr), Ay (Wr), A’ (Wa), Ay’(Wy), and then the corrected coordinate values:

.t.; #xf}i'-.ﬁx'(Wr)-i-Ax'(WH).
Yu =9 + Ay (Wr) + Ay Wa).

We convert from the corrected coordinates xu', xu' in the ox'y'

system to the correctgd coordinates X0 Yy 1n the oxy system:

{x: - cosn’ —sin %'\ {x,
Yu sinx’  cosx’/ \¥,
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The sequence of introduction of dynamic corrections to the coordinates
of any picture point is analogous.

During photography from the Zond B spacecraft, the flight alti-
tude above the mooon was HN ~ 1100 km, and the velocity — WS = 2.0

| km/sec. With resolution on the plcture of 0.0l mm, and picture meas-
ure measurement accuracy 0.005 mm, the need arises for taking into
account the dynamic errors, whose magnitudes reach ~0.025 mm,.
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REFINEMENT OF THE GOLOSEYEV CATALOG POINT COORDINATES
IN THE LIMB ZONE AND DETERMINATION OF PQOINT
COORDINATES ON THE BACK SIDE OF THE MOON

V. A. Krasilikov

During the first sessilon of lunar photography from the Zond 6
spacecraft, plctures were obtained which covered practically the
entire western hemisphere [1]. The importance of these plctures
lles 1n the facet that they cover a considerable portion of the lunar
surface which is visible from the Earth, whose geometry has been
gquite thoroughly studied and 1s represented by point coordinates in
lunar catalogs. These same pletures showed half the side of thé
Moon which 1s not vislble from the Earth. This made is possible to
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construct a photogrammetric grid encompassing the entire western
hemisphere and referenced to points of the visible side, whose co-
ordinates were taken from the Goloseyev catalog [2).

The problem was solved using two pletures taken durlng the
flight approaching the Moon from an altitude of 9000 km above the
lunar surface. The position of the plctures made it impossible to
use the familiar methods of photogrammetry in constructing the three-
dimensional grid, since the angles of intersection of the projecting
rays at the lunar surface polnts did not exceed n1e,

The photogrammetric grid was constructed as follows. The exter-
nal orientation elements of the plctures were first determined by
 photogrammetric resectlon using the photographed catalog points of
the visible side of the Moon, and the coordinates of the catalog
points used were refined. The problem was solved by joint statistl-
cal analysis of the measurements of both plctures and the seleno-
graphlc coordinates of the catalog polnts. For these purposes, we
developed a special algorithm, and complied a program realizing the
maximum likelihood method which permitted working with up to 120
catalog points simultaneously.

Then we determined separately for each picture the selencgraphic
coordinates of surface points on the back side of the Moon from the /213
intersection of the projecting ray with a sphere of radius R = 1738
km. The final point coordinate value was taken as the arlthmetlce
means of the coordinate values of the corresponding péints for each
piecture. Since in thils case the primary error in the coordinates 1s
due to ignoring lunar surface relief, there was no basis for uslng
an exact method for the problem solutlon. Therefore, the point co-
ordinates on each picture were determined by the regressive gradient
search method, which 1s far simpler in the program realization sense
than the Newton method.

Identification of points and measurement of pictures. Eighteen
points on the visible slde of the Moon were identifiled for deter-
mining the external orientation elements [2]. We selected as these
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reference points the smallest possible craters, 1n .order to minimize
the error in identifying the crater centers (in our case they were
observed in a different projection than when viewed from the Earth).

The pleture measurements were made on a stereocomparator. To
improve the accuracy of the inltial measurement dispersion estimate,
the observations'were made six times using independent overlays with
different orientation of the pictures. The estimate of_the measure-
ment dispersion for all the polnts except one, obﬁainedlén the basls
of internal consilstency, did not exceed ~0.030 mm. The correspondlng
estimate of the dispersion of the average of the slx measurements
was n0.012 mm,

 The measurements of fiduclal crosses imaged on the pictures made
1t possible to conclude that deformation of the photographic material
took place at the moment of measurement. The nature of the deforma-
tiqn was radiai—annular; the deformation fileld is approximated well
by a first-degree poclynomial

Here, 6x, 8y are the corrections to the measured coordinates owing
to photographic materlal deformation in mm, x, y are the measured
coordinates referred to the center of the plecture in mm; a =bh =
0.006. ‘

Determination of pilcture external orientation elements and re-

finement of point coordinates in the 1limb zone. For the solution of

'thisrproblem, we used the well-known photogrammetric relationships
between the point coordinates xij’ yij measured .on .the pietures

'(selenographicc coordinates Xi, Yi, Zi of these pointsg) and the ple-

ture external orlentatlon elements

ay = —p 2=Xp of + (i —Y) el + (2, —Z)al,
. (x‘—x’)agl +(YI—Y;)°£,+(21,—ZJ)0;‘ !
yy =—F (X, — Xpal, (v, —Ypaly+(Z,—Zpal,

X —Xpofy + ¥V, ~ ¥l +(&—2Z)aly

(1)
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Here, f 1s the camera foecal length; ajkz are elements of the

orthogonal transformation matrix, whlch are functions of the picture
angular orientation elements.

Linearization of (1) in the vicinity of the approximate values
of the parameters being determined leads to a system of linear
egquations of the form

AX+a=4 (2)

here A i1s the matrlx of partilal derivatives of the measurements with

respect to the parameters beling determined; X is the vector of correc-~

tions to the approximate values of the parameters belng determlned;
A is the vector of measurement errors; I is the vector of deviations
of the meagsured guantitles from their calculated values.

Since 1t is assumed that the measurements are uncorrelated and
equally accurate, we normalize (2) by the measurement dispersion

A

£

!

Ay-= » Dy == y =&

Zoe.
[+

B (3)

ApX 4 Ay = Uy,

Since a pricril data on certaln components of the vector X are
known (the selenécentric coordinates and disperslons of the catsalog
polints),. the maximum likelihood method makes 1t possible to obtain
unconditional (Bayesian) estimates for the vector of unknowns and
its correlation matrix [3]

X = (Al Ax + K34 (Al + K2X9), (4)
KX = (AZAy + K.

In our case, the matrix Kx 1s diagonal, and the dispersions of

the polnt coordinates presented in the catalog are located along
the dlagonal.
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The numerical realization of the algorithm for obtainiﬁg uncon-
ditional estimates by the maximum likelihood method was accomplished
by solving the system of nonlinear equatlons (1) with account for
the a priori information on the catalcg point coordinates. The basic
steps of the solutlon involved:

1) 1linearizing the system of nonlinear equations (1) in the
vieinity of the approximate values of the parameters;

2) solving the linearized system of eguations by the conjugate
gradient method to obtain the corrections to the approximate values
of the parameters X0;

3} ecalculating the weighting
coefficlents to obtaln estimates of
the dispersions of the parameters

being determined.

prerlpart

The form of the coefficient
matrix of the normed linearized sys-

N
AN ]
=
1

tem, with account for the a prlori
information on the catalog polnt
coordinates, 1s shown in Figure 1.

The upper part of the AH,matrix

{Lower paft

1s the conventlonal matrix of de-
Flgure 1. Structure of

the'AH matrix

rivatives of the measured functions
wlith respect to the parameters,
" while the lower part 1s a diagonal

matrix wlth elements 0o/0xi, Oa/oy:, goloz;, (where o, is the estimate of the

¢
measurement dlsperslon; ox;, oy, oz are the estlmates of the dispersions
of the corresponding coordinates of the ith catalog point). Norming
of the matrlx was performed so that the vector of differences had
dimenslon in millimeters.
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Processing of the measurements consisted of several stages. In
the first stage, the measurement dispersion with account for possible
inaccuracies in identifying the centers of the craters was taken
equal to 0.020 mm. The coordinates of all 18 points were assumed
to be known exactly. A3 a result of this solution, the measurement
dispersion estimate based on the sum of the squares of the residual
differences was found to be 0.150
mm. In view of the fact that the
x and y pilcture axes nearly coin-
cided in direction with the X and 2
selenocentric coordinate system

axes {(Figure 2), it was advisable to

Direction
perform the analysis of the resldual -f to Earth
difference vector V by grouplng 1its
eomponents, respectively, with re-
spect to the corrections to the ab-

scissas VX and ordinates V_. The
¥ Figure 2. Dilagram of point
results of this analysls are shown arrangement on the plectures

in Table 1. The corrections Vx to

the measured values of the x picture point coordinates were larger
by 4.5 times than the corrections Vy for the y picture point coordi-

nates. For one of the poilnts, the corrections to the measured coor-
dinates exceeded 0.2 mm in both axes.

Analysls of the measurements of thils point and of 1ts ilmage on
the plctures makes 1t possible to conclude that, in thls case, there
1s an 1lnaccuracy in identification of the center of the crater.
Therefore, thils point was rejected and did not take part 1n the sub-
sequent reduction stages. The distribution of the correctlons with
respect to the coordinate axes at the remaining 17 points can be
explained by errors of the initial data, since the point X-coordl-
nates presented 1n the catalogs are known more approxlimately by a
factor of 4 - 5 times than the Y- and.Z-coordlinates. But the magni-
tude of these correctinns does not agree at all with the magnitude
of the x-coordinate dispersions. In fact, the measurement correc-
tions reach a magnitude of 0.4 mm, which in the pleture scale

~
3]
._J
Oy

|
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TABLE 1%

Point | _ Point .
- ne. 1n. Vx, mm Vy’ mmirno. in Vk’ mm Jyy, mm
catalog catalog '
[2] [2]
s P 40,028 +0,104 248 40,173 +0,024
40,032 40,095 +0,19 +0,018
253 —0,025 0,040 251 40,268 | —0,005
+0,003 0,045 +0,263 +0,022
ass +0,117 | 40,003 195 ~0,038 0,001
40,115 +0,014 ~0,0H8 40,003
8 0,000 —0,035 199 0,020 —0,005
0,028 —0,028 . 0,007 0,041
212 +0,010 —0,011 186 -0,148 | —0,007
. +0,020 —0,085 T —0,124 —0,026
20 0,055 -+0,001 256 —0,453° t —o0,081
.} 40,039 +0,029 A —0.49 | —0,009
an 1 40,073 +0,059 239 -+0,370 —0,015
‘ +0,072 +0,045 - +0,336 40,008
390 —0,250 40,047 230 —0,139 —0,046
—0,284 44,055 —0,172 -0,043
246 -0,080 +06,008 [Mean :
0,078 +0,008 [square 0,182 0,042
value

*
Commas represent decimal points.

corresponds to "1l km, while the coordinate dispersions with respect
to thiles axls do not exceed 2 km.

In the second analysls stage, the X, ¥, Z ccoordinates of the
catalog polnts were used 1n the analysls with thelr dispersions. 1In
this case, the estimate of the measurement disperslicon based on the
sum of the squares of the residual differences was found to be ~).035
mm. The corrections 86X and 8Z to the catalog polnt coordinates ob-
tained in thls case are shown at the right side of Table 2. Analysis
of these quantities and their comparison with the corresponding dis-
persions indicates that, while the corrections in the Y and Z coordi-
nates agree with thelr catalog dlspersions, the corrections to the X
coordinates were signiflcantly larger than the corresponding dis-
persions. Analysis of the vector of residual differences also showed
that whlle the mean square magnitude of the correction to the

263



TABLE 2 *

1503;’_&?&?& T B e Voous | Vzuw |8K kx| 87, ax
301 0,000 0,020
1 40,008 40,027 | 40,009 | 40,044 | —1,95 | —0,17
253 —0,013 —0,042
+0,013 —0,020 | —0,015 | —0,031 | +1,88| 40,80
385 40,000 —0,023 ' _
+0,004 40,029 | —0,012 | —0,042] —2,90] +o0,10
181 —0,012 —0,024
40,020 +0,016 | —0,018 | —0,022 | —2,20} 40,28
‘242 | —0,004 40,008 o
40,008 +0,013 | —0,016 | —0,003 | —1,11 | 40,03
200 +0,009 0,000
—0,008 40,008 | 40,026 | 40,008 | —0,48 | —0,08
3 40,005 0,040 ’ A
+0,005 +0,038 | —o0,004) 40,002} —3,34| —0,02
590 —0,004 40,010 , :
. 0,029 ~—0,077 | 40,019 | 40,024 | 44,74] —0,43
246 +0,001 40,024 _
—0,015 —0,025 | ;0,047 | 40,045 41,59 —0,13
248 0,000 +0,010 '
-|-o 012 40,052 | 10,007 | 40,006 | —3,10 | —0,06
251 40,007 | —0,016
40,004 | +0,083 |.o0.010|-0,008| —4,8 | +0.17
165 0,014 +0,018
- 40,008 +0,001 | 40,020 | 40,045 | —0,05| —0,14
199 +0,014 0,000 '
-0,043 | — 0,008 | —0,040-{ —0,005 | +0,45| 40,08
186 —p,022 40,008
g +0,008 —~0,051 | —p,043] —0,001 | +3.806 | 40,04
28 0,034 _ —0,003
0,006 —0,426 | —p,015 | -0,015 | 411,46 | +0,037
239 40,042 —0,030 . _
o 0,000 40,407 | —o,011 | —0,024| —7,70 [ 40,27
=0 40,009 0 .
—0,021 0,084 | 40,004 | 40,04 | 44,21 | —0,06
Mean
square ' g o 0053 | o05| o015] — -
value |

#
Commas represent decimal polnts.

measurement of the x and y point coordinates on the plctures and the
mean square magnitude of the normed correction VZ to the 7. coordl-

nates was equal to ~0.015 mm, the mean sgquare magnitude of the normed
correctlon Vy to the X coordinate was equal to ~0.052 mm.
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Such a situation can oceur in the following four cases:

the measurements themselves were made more approximately than
we have assumued; there was an error in crater center identificatlon
because of differences in the projection; the camera's . photogramme-
tric parameters changed after calibration; the dispersions of the
point coordinates with respect to the X axls presented in the cata-
logs are too low,.

Let us examine all these cases 1in more detall.

Error of the measurements themselves is practically eliminated,
slnce the measurements were made using six Independent overlays wilth
different picture orientation.

More 1likely is error of crater center identiflcation because of
difference of 'the projections, although 1t 1s difficult to imagine
that the ldentificatlon error affects only the x coordinates of the
pictufe points.

Nothing definite can be saild concerning .the errors which can
occur as a result of change of the objective lens parameters, slince
the camera was not recalibrated after return to the Earth. It 1s
difficult to imagine that thils factor leads to random errors of large
magnitude only in the plcture x axis. )

Most probable is the fourth factor, l.e., the catalog points
have .too low dispersion wlth respect te the X axis. In fact, as we
have mentioned previously, this coordinate is determined more poorly
from observations made from the Earth than are the ¥ and Z coordi-
nates. Comparison of the corrections 68X and §Z for the X and Z
coordinates with their catalog dispersions yielded the following
results (see Table 3). In four of the 17 cases, the corrections §
exceeded 3 0, and 1n four cases the corrections exceeded 4 a.
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In the third analysls stage, TABLE 3
the X-coordinates of all the cata-

™~
A% ]
[
\Te

|

log points were relaxed by the No. of corrections
magnitude 3 ¢. The estimate of Interval in glven Interval
the measurement dispersion ob- in X 1n 7
tained was 0.017 mm. The correc-

a8 5 13
tions to the X and Z point coor- 2580 5 4
dinates and the data of the ana- - ::;g;i: 3 _
lysis of the residual difference >0 f‘r o

vector are given in Table 4.

Finally, a verslon was calculated in which the polint X-coordi-
nates were relaxed completely, l.e., they became definitive. The
calculation results are shown 1n Table 5,

The last two versions ylelded corrections 6X and §Z, which
nearly coincided in magnitude. The estimates of the dispersions of
the vector of the parameters belng defined were also calculated in
the last version. The maximum magnitude of the estimate of the dls-
persion for the correctlons to the X-coordinate amounted to ~0.7 km.

Combined analysis of the data shown in Tables 1, 2, b, 5 gave
the followlng results.

The mean square magnltude of the correction to the X-coordinates
was ~5.2 km, while the mean square magnitude of the catalog disper-
sions of the coordinates with respect to the X axis was ~1.7 km. The
mean square magnitude of the correction to the Z~-coordinate was nO L 27
km, while the mean square magnitude of the catalog dlspersions of the
coordinates with respect to the Z axlis was ~0.23% km.

On the basis of the analysis results, we can draw the tentative
conclusion that the X-coordinates of the polnts presented in the
catalog [2] are known more approximately by a factor of about three
than the compllers assumed. As for the point Z-coordinates, thelr
accuracy corresponds completely to the dispersions presented in the
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TABLE 4%

Point no.| Vy, au ¥y, mu Yy, wx ¥V, mum OX, xx 82, xm
in cacalog] i ’ i
391 —0,003 -+0,000
40,003 +0,018 | +0,001 { +0,005 ) —3,95 | —0,06
25 —0,012 —0,014
40,017 40,006 | —0,015 ! —0,032 | —1,09 | +0.8
385 +0,006 0,023
0,000 +0,047 |—0,012| —0,012 } —5,13 40,10
181 —0,011 «0,030
+0,018 -0,008 | —0,022 | —0,027 [ +2,77 | 40,35
212 —0,004 +0,007 [
=+0,005 —0,003 —0,017 | 0,004 | +0,65 | 40,04
200 40,005 40,004 |
—0,010 | —0,012 | 40,029 | 40,001 | 42,06 | —0,06
s 40,001 40,009
—0,001 40,086 | —0,004 | 40,002 | —4,18 | —0,02
30 +0,010 | 40,007
—0,016 —0,017 +0,018 | +0,049 | +3,20 | -0,33
246 40,005 40,028
~0,012 ] 40,020 | 40,017 | 40,001 | —0,015
248 ~0,007 -+0,013
+0,006 40,022 10,009 { 40,009 | 5,8 —0,09
1 +0,008 r.—o,oﬁ
—0,004 40,033 | 40,010 | —0,005 [ —7.685 | 40,10
195 —0,013 +0,018
+0,007 40,010 | +0,018 | +0,043 | 42,48 | —0,12
199 +0,013 +0,003
—0,013 —0,012 | —0,007 | —0,003 | +3,64 | +0,04
188 —0,017 ' +0,014
40,012 —0,036 | —0,009 { +0,00t | +7,66 | —0,01
25 —0,022 40,002
+0,021 —0,030 | —0,012 | —0,012 | 48,18 (]
29 +0,027 —0,029
—0,016 | +0,043 | —0,012=0,021 [ —9,27 | 40,25
0 +0,014 +0,003
0,017 —0,018 <+0,006 | 40,006 { 44,98 0,07
Mean
sgquare 0,042 06,024 0,015 0,015 — —
value

*
Commas represent decimal points.
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TABLE 5%

Point no. . _
in catalog| ‘= * Vi 2es V2. nx X, nu YT
30t —0,004 | +0,009 +0,003 —4,37 —0,03
+0.003 —0,002
253 —0,012 | —o,012 —0,0% —2,33 +0,87
40,016 | —0,017
385- +0,005 | —0,022 —0,012 —5,40 +0,00
-0,004 | —0,012
181 —0,041 | —o0,020 | —0,025 | +3,0 +0,33
+0,018 —0,020
212 —0,00% 40,000 -—0,002 +0,71 +0,02
+0,005 | —o,015 _
200 0,008 0 +0,008 42,36 —0,07
=—0,00 +0,023 ‘
3 0,000 | 40,011 +40,003. —4,45 —0,03
, —0,001 | —0,003
390 +0,011 +0,008 40,018 +2,87 —0,32
—0,05 | 0,017 ,
246 +0,005 | 0,029 +0,018 —0,12 —0,15
—0,042+ | 0,024
248 —0,008 | +0,013 +0,000 —6,03 —0,09
. +0|035 +0.003 l
251 +0,007 | —o0,045 | —0,004 —7,80 +0,13
_Olom +0.MU
183 —0,03 | +o.017 | -+0,014 +2,66 —0,44
: +0,008 +9,020
199 +0,014 —0,001 0,005 +3,99 +0,07
—0,042 | -—0,008
- 486 —0,014 +0, 007 —0,00 +8,08 +0.01
40,014 | —o,010
258 —0,020 | 40,001 --0,014 +7.97 +0,34
: ‘ +0,022 { —0,013 ‘
29 +0,028 | —0,028 —0,020 —9,39 +0,24
_ —0,048 | —o0,011 ' ' ~
20 40,045 | 40,002 40,008 +5,14 —0,40
—~0,0486 | 0,007
Mean
: 33%3? 0,012 0,015 0,015 5,20 0,27
*
Commas represent decimal polnts.




catalog. A final conclusion on the catalog accuracy can be drawn

only after suitable analysis, using additional data and for a larger

number of points.

Determination of selenographic coordinates of polnts on the

back side of the Moon. We make the following transformation in order
to solve this problem. In the Expression (1), for the measured pic-

ture point coordinates, replacing the value of the lunar surface

polnt coordinates by their expressions 1n terms of B, L, and R =

1738 km, we obtain:

an(RcosB‘ cnsL‘—X})+an(RcosB,an‘-—Yi]+
+a,,(RsmL,——Z,)

c{,{RcosB‘cost-Xl) “+aly (Reos BysinL, vy 4 '
+¢u(RsmL_i~—Z)

¢MWQWQ—W+nmm4mQ—W+
+al (RsinL, — z,)

d{,_(Rco,sB‘cosL‘—Xl)+ (RmsB,sinLl-—Yl)+
+¢3(RsInL‘—Z})

Xy =]

Yy =—}

(5)

Thus, we have a system of nonlinear equations with the two unknowns

B and- L. Here, B 1s the seienographic latitude, L 1s the seleno-

graphlc longltude; XJ, YJ, ZJ are linear plecture external orientation

elements (see Table 6).

The quantitiles a4 in the orthogonal transformation matrix are

calculated in terms of the known angular external or;entation ele-

ments (see Table 6) using the formulas:

8y = —sinAsind — cos A cos A sin g,
s = sin A cos A — cos AsinAsin ¢,

&y =cos A cos g, ) (6)

4y = cos AsinA —sin A cosAsing,
a,,=—cosAcosl—smAsmlsmrp,

@ ='sin Acos g, .

Gy == COSPCOSA, Gye = COSPSINA, gy = sincp.

The regressive gradient search method [5] was used to solve

nonlinear system of equations (5). As the functional to be minimized,

we took the sum of the squares of the residual differences

the
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TABLE 6%

External -

srientation| Pleture

T alements] 12 | 19
A 278°23" 4 AT* 278°42" 4 1T’
LY —92°33" + 28* —92r23 15"
¢ o 22 AT %43 = 167
X 477 4kw 28,4 k| --588.1 kw41 e
b 4 —10850,0xx = 2,5 k| —10642,5 kat £ 2,5 xu:
¥4 525.9 xm = 4.5 an . 5387 xmt = 4,3 xm.

#
Commas represent decimal points.

2

d = (x 15+ (y )2. (7)

- X -
meas - calc meas ycalc

The gradient vector r was calculated by the finlte difference
method:
Adg
a8

\ 3%, K (8)
a |

Here,
AD5 = D(BY 4 8B, L9 — D(B°, L9),
AD, = O (B,, L* + bL) — O(B, L), (9

are the changes of the Functlonal (7) for small variations of the
parameters 6B and dL.

The gradient step was selected so that, at each sequentlal polnt,
the value of the funectilonal became less than at the precedlng polint.
Thus, at each step, the solutlon was improved, using the formulas

: BH-I =-Bl =+ G Liﬂ = Ll + Qilis. (10)

We took as the initlal approximations the selenographlce coor-

dinates B and L of points identified on the Complete Lunar Map fa]
to withln a few degrees.
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TABLE 7%

Point

Point) - -
no. L.deg | B, deg o . Ldeg | adeg
17 84,2 | —14,5 26 | —105,9 49,8
18 —B86,3 —32,0 27 | —108,2 25,39
19 —91.1 4,0 23 —109,4 1,8
20 —93,8 12,0 . 29 | —114,0 18,1
2 --93,8 —34.2 3) —118,8 —21,4.
22 —94,2 33.5 31 —12),6 4,4
23 -94,0 | —14,7 2 | —128,3 37,9
24 —97,6 - 3,7 3 —132,5 11,0-
25 ~-103,2 | —28.2

*

Commas represent decimal points.

The regressive gradlent search method is simple 1n realization
and has faster convefgence than the steepest descent method [6]. The
requirements on acecuracy of selectlon of the initial approximatiocons
of the parameters are quite weak. The accuracy of the initial ap-
proximations should be such as to exclude ambiguity in the solution
and may vary from a tew tens of degrees in the central part of the
disk to several degrees in the limb gzone.

The values of the selenographic coordinates Bi and Li were de-

termined from each of the pictures separately. Thelr arithmetic mean
was taken as the final values of the coordinates. The values of the
point coordinates cbtained in this way are presented in Table 7. The
location of the points is shown on the photomap of the back side of
the Moon [1]. The error of these coordinates 1is due primarily to

not accounting for the lunar surface relief.
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DETERMINATION OF.SELENOGRAPHIC’COORDINATES OF LUNAR
SURFACE POINTS FROM SINGLE PICTURES OB-
TAINED FROM ZOND 6

Ya. L. Ziman, V. F. Baratova,
I. V. Isavnina

Pictures of the lunar surface with an image of practically the
entire lunar 1limb were obtalned from the Zond 6 spacecraft. During
the time of exposure, the entire lunar surface covered by these
photographs was 1lluminated by the Sun [1]. Such single pictures
were used to find the external orientation elements and selenographilc
coordinates of the photographed lunar surface polnts. The selenc-
graphic coordinate system was specified by the GolosevevCatalog [2] /225
and was realized by polnts of this catalog identiflea on the pictures |
and hereafter termed reference points*. Craters located on the

*
Any of the exlisting catalogs whose individual points are ldentified
on the pictures can be used as the reference catalog.
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invisible side of the Moon and also other points of the Goloseyev
catalog, which can be used as control points, were taken as the points
being determined. The problem was solved in the followlng sequence.

1. The picture tilt a and rotation k angles and the selenocen-
tric radius vector p of the spacecraft were found from the 1image of
the 1imb edge.

2. 'The coordinates of the lunar surface point lmages were trans-
formed, using the angles o and «x.

3. We calculated the auxiliary selenccentric coordinates of the
photographed lunar surface points. The Z' axls of the'auxiliary sSys-
tem (Figure 1) was aligned with the spacecraft selenocentric radius
vector; the abscissa X' and ordinate Y' axes were allgned parallel to
the corresponding Xip and Yq axes of the transformed picture._ All the

photographed points were referred to a sphere of gilven radius.

4y, From the catalocg and auxiliary reference point ccordinates,
we found the orientatlon elements of the auxlllary coordinate system
in the catalog system. Using these elements, the coordinates of the
photographed points and the plcture external orientation elements
were recomputed from the auxlliary system into the catalog system.

5. We calculated the coordinates on the
pleture of the selenographic meridian and
parallel grid points.

The connection between the coordinates
of the 1imb edge points of a planet, approxl-
mated by a three-axis ellipsocid, and their

images in the picture; was examlned in [3].

In the present case, the Moon 1s considered
to be a sphere of constant radius R.

The following basic formula is used Figure 1. Auxll-
lary coordinate

to determine the angles o, k and the radius system
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vector of the spacecraft:
cosn =L+ mime+ning, (1)

where n 1s the horizon dip angle (see Flgure 1), and 10

Ly» Mys Oy
Mys Ny are the direction cosines, respectively, of the limb points

and its center in the pleture cocordinate system.

Expressing ZO’ mo, Ny in terms of the angles ¢, Kk and the angle

n in terms of the lunar radius R and the radius wvector p, we rewrlte
(1) as
1 n

—_— 1—=—=htgacosx tgasine—n,
=z ) gt VB +mig 3 (2)
Equation (2) can be solved provided neither R nor p are subject to
refinement. In our case, as noted previously, the lunar radius R
was specified. Expanding {(2) into a Taylor serles at the point
o= a5, K= Kgs and p = P> We obtain for the k 1limb points the system

of error equations relative to the unknown correctlons Ac, Ak, Ap to

the approximate values Cos Kgs Ppt

ada + bAx + 640 ‘]“"x—“’n

............... . (3)
apAx -+ belAx 4 A2 - 0p = vy,

where vy is the devlation of the left sides of the equatlons from
zero because of measurement errors and random relief '

a5 = (l; C0S % + M5 0) cOS @ + y st
b = {— {008 3y + m; cOS %) sinay,

amB(1-2)"

a; = (I, cos % -+ mysin xo)sinao—mcosao—'- (

|
.v..lo’s
-—._/

The System (3) 1s solved by the iteration method under the condition:

f ]
§v?=mln. )
i 3
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The final values of the parameters being determined are obtalned from.
the formulas

Q@ =0y Aay Aoy ...,
3'¢=K¢+AN1+AN.+ ey (5)
o =p+ Ay 4 At ...

FPor the case when we seek only o and k, (1) is rewritten in

the form
e f_pt
°°"‘",“'",,+""r, Lt (6)
where Xys ¥g are the coordinates of the 1imb center image in the

pleture, f is the foecal length of the imaging camera,
n=vV.ia+n+p

We find the average value of cos n from (6):

» & & X )
2 cosy 24 zm PR (7)
(Cosn)go= 0 — Foiot _ | o =1 __F =t .
av. R . ra R ry k R k

Subtracting (7) from each Equation (6), we obtain

d;xo + b;.% +- "’; = vy, ' (8)

where

Tk %
m;=_;_L(Fr_.ELW) o '
ry k ’ - B

v'i are the deviations of the values of the left sides of (8) from

zero becaugse of measurement errors and random relief.
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Solving (8) under the condition
k- R
E"; == min,
o

we find Xq and Yoo and from them the angles o, k or the dlrection

cosines ZO’ Mys Ny

V o+ vo

!

a = arctg . u=arctg%. : (9)

After finding X5, ¥g from (7), we can calculate the angle P and
the radius vector p.

p = Reosec 1, - (10)

Transformation of the plctures is accomplished using the fol-
lowing formulas:

we calculate the picture rotation matrix M:

CO5 3 COS % cosesin® sna (11)
M= —sinx Cas® 0 .

—sinacosx —sinasink cosa

the coordinates of the lunar surface point images are multiplied

by the matrix M:
x} x’
(w =Ml # | (12)
7, —F

then the transformed coordinates are calculated:

»

_A‘ y‘
1r,==-‘f7f‘s,yr;=—f,—z’:
i }

(13)

We express the auxiliary selenocentric coordinates of the
photographed lunar surface points in terms of the found transformed
coordinates of their images (see Flgure 1):
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ey .x - . ¥ L R s .
Xi=—to—Z) Yi=—Lo—2). X +Y] +Z; =1} (14)

We transform (14) to the form

AZ' + BZ' +C =0, (15)
where '
3 z ’
A=ty B po g BIE oo gy, BEE

Solving (15), we find Z'; substituting it into the first two
equations (14) we find X' and ¥'.

We define the connectlion between the coordinates in the X, ¥, %
catélog system and the auxiliary system by the expresslon

X X' — X,
(§)=N(}zf"_y;). (16)
" —Z

where‘X'o, Y'O, Z'0 are the auxlliary coordinates of the catalog

system; N ls the rotation matrix. Using the reference points, we can
find the solution of (16) X',, ¥'y, 'y and the elements of the
matrix N. .

It dis best to satisfy this solution under the conditilon
p. . r
2! (AX] + AY; + AZ)) = min.
=L

where p is the number of reference points used in solving the problem
problem, and

M; =X;— [f‘n (X; _X;) + ma (Y; — Y;)+ n“(Z,— AZ;)‘I.
AYj =Y j— gy (X 1= Xo) + e (Y] — Yo) + moa (2} — Z)],
AZ;j=2Z;—[ny (X‘i‘“‘ Xo) s (YI_ Yo) + (Z;— Z)l.

After determining X'O, I'O’ Z'0 and the elements of the matrix N,

we convert the auxiliary coordinates of the lunar surface points into
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the selenographic system of the catalog belng used.

The angular

picture external orientatlon elements are defined by the matrix:

L= M'NT.

The coordinates X T

8? s
culated from (16) by the substltution X' =0, ¥! = 0,

s.‘l

(17}

Z, of the center of projection are cal-

Z' = p,

- The calculation of the selenographlc merlidlan and parallel grid

point coordinates on the pleture is made in the following sequence:

1} we specify the selenographic longitudes A

of the grid points;

2) we convert from the polar coordlnates li and

tangular coordinates Ki’ Yi’ Zi

Xi= Rcosqicosd;, Y= Reosqsind;, Z;=Rsing,

where R 1s the radius of the lunar sphere;

3) the resulting rectangular spatlal grid point
converted into the coordinates of the lmages of these
picture:

f X=X by (" —Y )i+ Z;— 2,0y
K —X) b+ (Y, — ¥ )l + {2, —Z)h '

X == —

—’ (X‘ —X,) n+ ¥, - Y.).’n + fzt -—Z,)' Ian-
A= XYl - (Y Y} iy + (& —2)in

§=—

where zij are elements of the matrix L (17).

1 and latitudes ¢i

¢i to the rec-

(18)

coordinates are
points on the

(19)

Tables 1 - 3 show preliminary results of Interpretation using
the above described technique of two pietures of the Moon obtained

from Zond 6. The selenographic coordinate system was
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TABLE 1. PICTURE EXTERNAL ORIENTATION ELEMENTS ¥¥¥

Elements Picture "~ Picture.s
[ 0°34" .4 1°24°,5

x 97°46°,7 134012 1

P 10.905.7 nx . 10.712.3 «xu

—0,0438 —2,0453 —2,9939 ~0,0692 —32,0149- —1,9975

Matr.x (—u,msn 0,999 —:I.me) ( 0,5797 00,8132 —3.0523)
i CL]
—2,9038 —2,0i40  0,7446

--),819 0,543 0,477

X —436,2 xu - ~560,6 £u
Y, —10.893,8 xu —10.885,8 xx -
z, +-488.,5 xu +510.6 x«

% . )
a, K, p were calculated for 60 1limb points.
Y]

The elements of the auxiliary system orlentation

matrixes N and the coordinates Xs, YS,‘-Zs of the

centers of projection are given in the Goloseev

catalog system.
T Y .
Commas represent decimal points.

seven reference points. We calcu-
lated the coordinates of 12 points
of the back side of the Moon and

five points of the front side, which ;l":"ofw--iaﬁﬂz--kﬁgl
were used as control points. The ;f'; 375, f: g: L
location of the plctures of all w-gﬁa-_m‘?"i’,{%é”-o..y_'g-a:ﬁ,'.. gg.;,.-.-;@-
these polnts, and also the seleno- :i“l : zo:oﬂ : ‘4{£5
graphic coordinate grid points, is . ¥ T E'za gﬁ?
shown schematically in Figure 2; 'ﬁff;ﬂgg?&ﬂwfg:fé
-the reference points are denoted ‘ et

. by trlangles, the control polnts by

Figure 2. Locatlon on the

D pleture of selenographlc

are decermined by circles. grid of reference points
and points being determined

squares, and the back side points

All the calculations were made
for the condition that the catalog
and auxiliary coordinate system origins coincide, i.e., X, = 0,

0
Y, =0, 2, = 0.

0 0
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TABLE 2. LUNAR SURFACE POINT COORDINATES *
‘Polnt no. Picture 12 Plcture 19 Aver,of plctures 12, 19
in Fig. 2
from
cétalog) X, km | ¥, km [ Z, km | X, km | Y, km (Z, km A &
Vigible side
112 +1298,7 —974,1 +620,8 | +1208,4 -973,7 +620,8 —36°52° +%o°56°
2 (200) +u57,9 —~795,3 | +1233.,8 +860,4 —793,2 +1283,1 —42°45" 447236
3(378) +1077,5 | —12908,5 —445.8 | +1078,2 | —1207,0 —415,0 —50°19° —13°50°
4 (385) +903,3 | —1471,8 —158,8 +9005,4 | —1475,1 —158,1 —58°30° 5714
5 (391} +697,3 | —1420,4 —725,8 +603,5 | —1418,3 —724,5 —G3°49° ~I24°40°
B (256) +464,7 | —1658,4 +204,4 +464,4 | —1653,6 +206,4 —T4°15 1647
7(253) +444,7 | 16308 +31,1 +447,8 | —1678,8 +433,0 —175°08" +4°03
B(l45) | +1213 —863,7 | + 807,53 | +1273,5 —862,9 +808,5 —34°08 +27°40°
9 (199) +846,6 ~707,2 | +4339,4 +849,5 —1703,0 +134,0 —39°45 4-50°25°
10 (246) +936,0 | ~1444,7 +207,7 +994,2 | —1411,2 +204,4 —55°01" +6°48°
11(380) +809,2 | —147,5 ~589,7 +812,5 | —1414,3 —589,9 —60°12- —19°50°
12 (248) +774,5 | —1524,3 +34 1 +1718,4 -| ‘—1520,8 +315,0 —62°59% +10°26*
Back side
13 +465,9 —1675,1 —438,1 +168,3 | —1874,1 —435,8 —B4°18° 14034’
14 —112,4 —1893,7 +357,3 t —108,7 | —1698,7 +360,4 —83°44° +11°55°
15 —101,2 —{438,5 —o74,0 | —100,2 | —1439,7 —068,4 —84°00" —34°56°
16 ~119,9 | —1673,3 —441 .4 —117,2 | —1671,5 —430,3 —94°02° —14°40°
17 —228,0 —1720,7 —115,4 —226,2 —1718,5 —112,5 —97°32" —3°46"
18 —360,8 | —1203,5 | —1134,8 | —357,2 —1261,6 | -+1140,7 —105°52* -+40°58°
19 —488,6 —4492,7 +746,8 —4H2,9 —1494,5 | +150,2 —108°02 +25°30°
20 —575,8 —1630,5 +45,8 —573,6 —1639,9 +48,7 —108°22° 1734
21 —872,0 | —1510,1 +544,2 —568,9 —-1503,4 +545,7 —113°53 +18°14"
22 —782.8 | —4419,2 —630,2 | --782,2 | —1420,0 —623,3 —118°52* —21°14
23 ~581,2 —1403,3 +4-135,0 —378,8 —1£403,0 +131,4 —120°31* +4°30°
24 —416,2 —1006,8 | -+1074,4 —412,0 —1095,3 | +14077,8 —126°33" - 43822
1

1 - 7 are reference polnts
28 - 12 are control polints

*
Commas represent decimal peolints.



OF LUNAR SURFACE POINT

" TABLE 3. ACCURACY CHARACTERISTICS
COORDINATES * :
Point no.| Diff. of coordinates found | Diff. of aver. (from plctures
in Fig. 2| from plctures 12 and 19, 12 and 19) and catalog coor-
(from km dinates, km
catalog) :
axt | AYY AT ! AX AY az?
1(212) 10,3 40,4 0,0 0| —05 [ —2.2 kH
2 {200 —2,5 12,1 +0,1 42,9 | =22 | —0.7
3(48) —0,1 40,1 40,8 . +4,8 | —52 | —1,2.
4 (385) =21 +2,5 40,7 +51 { —37 { —0,8
5(391) . —4,2 +1,1 +1,3 -+3,5 0 =3.4
6 (256) —3,7 +2,8 —2,0 —7.8 | 41,2 | +2.4
T (253) —324 42,5 40,7 +5,1 —3,7 —0.8
8 (145) —0,5 —0,8 40,8 —0,7 |- 42,5 | —2,0
9(159) —2.1 +4,2 —0,1 +1,0. | +2.0 | —1,8
10 (246} —8,8 +6.4 +3,7 ~2,4 | +1,0 [ 442
11 (390 -3,3 +3,2 -—0,2 —4,7 +4,0 6
12 {248) —4,0 +4,4 -0,9 T, —4,7 | —1,7
13 —2.4 +1,0 +2,5 = ik o
14 +3,7 +2,0 —3,1 - - f
15 41,0 —1,2 +3,5 - - -
16 +2,7 +0,8 1,8 - — -
17 ii.B +1.1 125 - — -
18 43,7 +1,9 —1,9 - - -
19 +5,7 +1,2 —3,4 - e —
20 +2,2 -9,3 2,9 — - —
2t +3.4 +1,7 —4,5 - - -
22 40,8 —0,8 +3.,9 — - -
23 +2,4 40,3 —3,4 - - -
] +4,2 +1,5 ~3,7 - - -
*
systematic 8 and mean-square m differences:
4 T . "I
pIRLY 2 by pILEH
e T il g)m L T L L Rup ¥ P
‘13 . I R .1’
2 AX; 3 an 2 80
O '-'“ —to2ex b= L=t S} YV ""“ -—0.8 kx;
o T /' T}
3 X / 3 axp—s »
- iT 03 kM, Mxm ] (R e S Y
PHE L 3 vy
-;;— =  n =220k y= Q- i-l—n—--;tﬂ.sl xars
. )
pH AT / S azi—ezn
. u;— :L‘—_‘-:———.tl.f [T Z" = m cemp 24 nir,

x#Commas represent decimal puints,
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Therefore, in calculating the auxiliary coordlnates using (14),
values of"riJ for the points being determined were equated, as noted

above, to the lunar radius, taken as R = 1738 km, and for the refer-
ence points to thelr selenographic radii vectors.

Comparison of the values obtained wlth the results of Joint
statistical -interpretation of these same pictures [4] showed that the
described technigue can be used for determining the plecture external
orlentation elements and photographed point coordinates when inter-
preting individual pictures of planets, and also as the first
approximation in the statistleal interpretation of stereophotes.

The authors wish teo thank B. V. Nepolkonov, B. N, Rodionov, and
A. P. Tishchenko for their valuable advice in discussicns of the

present article.
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